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Abstract
Design Automation and Analysis of Resonant Clocking Technologies

Vinayak Honkote

Advisor: Baris Taskin, Ph.D.

The complex structure of clock distribution networks has an increasing impact

on timing and power budgets of the modern integrated circuits. Particularly, with

the ongoing trend towards higher frequencies and low power, the process of globally

distributing the clock signals with high integrity becomes increasingly difficult to

implement. To this end, resonant clocking is an attractive alternative to satisfy

the high-complexity timing requirements of high-performance VLSI circuits. The

adiabatic switching property offers an appealing solution to the limitations of the

conventional clocking techniques by circulating the used energy back in the circuit.

Resonant clocking technologies, which work on adiabatic switching principles, can

generate very high frequency clock signals at a very low power dissipation rate.

This dissertation work is concentrated towards building design automation algo-

rithms and analysis of the rotary and standing wave type resonant clocking tech-

nologies. The following critical design aspects are addressed proving the superiority

of these technologies when integrated into the mainstream integrated circuit (IC)

design flow: i) Topology design for clock generation and distribution of the rotary

clocking technology, ii) Synchronization of non-zero clock skew circuits and zero clock

skew circuits with the rotary clocking technology, iii) Timing analysis and load balanc-

ing for mobius implementation of resonant standing wave technology, iv) Interconnect

modeling and parasitic analysis for the rotary clocking technology, v) Power analysis

for the rotary clocking technology.
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1. Introduction

Advances in deep-submicron (DSM) circuit design have led to impressive perfor-

mance gains in modern digital VLSI circuits. However, the complex structure of

clock distribution networks has increasing impact on timing and power budgets of

modern integrated circuits. Particularly, with the ongoing trend towards higher fre-

quencies and low power, the process of globally distributing the clock signals with

high integrity becomes increasingly difficult to implement. In Fig. 1.1(a), the power

dissipation due to different components of the microprocessors is shown [1]. In high

performance applications, 15% − 50% of the total power dissipation is attributed to

the clock distribution network [1, 2]. With the increase in clock frequency, the power

dissipation increases, affecting the performance of the microprocessors adversely [3].

In Fig. 1.1(b), the trends of variation in clock frequency, power, number of transistor

and performance/clock for various families of Intel microprocessors over the years are

shown [3]. Note that in Fig. 1.1(b), the clock frequency of the processors is saturated

at around 4 GHz due to the prohibitive increase in power dissipation.

The prevailing methodology to generate high-frequency clock signals is to use on-

chip frequency multiplication with phase-locked loop (PLL) components [4–7]. The

on-chip PLL components occupy chip area and lead to problems with signal reflec-

tions, capacitive loading and power dissipation that effectively limit the maximum

operating frequency [8]. Physical limitations on the frequency achievable with the

conventional clocking further complicate the clock distribution process due to in-

creased jitter and skew.
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(a) Approximate power breakdown in the micro-
processors 21064 and 21164 [1].

(b) Clock frequency, power, transistors and per-
formance/clock trends for Intel microproces-
sors [3].

Figure 1.1: Various trends of power and frequency for processors.

1.1 Problem Statement

The trends in power and frequency limitations of the conventional clocking tech-

niques point towards a need for novel clocking methodologies. To this end, resonant

clocking technology, alongside RF-band clocking [9, 10] and optical clocking [11–13],

is one of the alternative clocking technologies that are being investigated to satisfy

the high-complexity timing requirements of high-performance nano-scale integrated

circuits [14, 15]. The adiabatic switching [16] property offers an appealing solution to

the limitations of the conventional clocking techniques by circulating the used energy

back in the circuit. Resonant clocking technologies, which work on adiabatic switch-

ing principles, can generate very high frequency clock signals at a very low power

dissipation rate. Furthermore, the resonant clocking technologies [16–30] eliminate

the necessity to use a complicated on-chip PLL component.
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Rotary traveling wave [17] and mobius standing wave [19] resonant clocking tech-

nologies are investigated in this dissertation. Resonant rotary clocking technology is

more promising as it provides a constant magnitude clock signal with multi-phase,

non-zero clock skew operation. The non-zero clock skew operation is proved to aid in

higher operating frequency and circuit performance [31–34]. However, the integration

of rotary clocking with the mainstream IC design flow requires extensive design auto-

mation and analysis due to the resonant oscillation (which depends on the circuit

parasitics) and multi-phase, non-zero clock skew implementation. To this end, the

majority of this dissertation work is concentrated towards building design automation

algorithms and analysis of the rotary clocking technology. The design automation and

synchronization algorithms proposed for rotary clocking are extended to the mobius

implementation of standing wave oscillators as well.

The main issues addressed in this dissertation are:

1. Topology design for clock generation and distribution in rotary clocking,

2. Synchronization of non-zero clock skew circuits and zero clock skew circuits

with the rotary clocking technology,

3. Timing analysis and load balancing for mobius implementation of resonant

standing wave oscillators,

4. Interconnect modeling and parasitic analysis for rotary clocking technology,

5. Power analysis for rotary clocking technology.

1.2 Contributions of this Work

In order to address the issues listed in Section 1.1, the following tasks are per-

formed. The publications for the dissemination of these research tasks are also indi-

cated with each task.
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• Development of a novel methodology called Custom Rotary Oscillatory Ar-

ray (CROA) for the generation and distribution of rotary clocking, published

in [35].

• Implementation of a physical design flow for synchronizing “non-zero skew”

components with the clock signals generated using CROA, published in [36].

• Implementation of a novel physical design methodology called zero clock skew

synchronization (ZCS) for the synchronization of “zero clock skew” components

with rotary oscillatory arrays, published in [37].

• Implementation of a bounded skew constraint methodology for rotary clocking,

published in [38].

• Development of two novel capacitance balancing methodologies called opti-

mal capacitive load balancing (OCLB) and sub-optimal capacitive load bal-

ancing (SOCLB) for the capacitive balance between the rings of the ROA grid,

published in [39].

• Implementation of skew-aware capacitive load balancing for low-power zero

clock skew rotary oscillatory array, submitted for review in [40].

• Extension of skew analysis and capacitive load balancing techniques to mobius

implementation of standing wave oscillators, published in [41–43].

• Analysis of capacitance and mutual inductance on the oscillation frequency

of the rotary generated square waves using Partial Element Equivalent Cir-

cuit (PEEC) models, published in [44].

• Development of a 3-D finite element based full wave electromagnetic analy-

sis technique for the parasitic modeling of rotary interconnects, submitted for

review in [45, 46].
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• Development of SPICE based simulation models to verify the operation of the

proposed design methodologies for rotary topology, rotary timing and opti-

mization, and rotary power analysis, published in [44] and submitted for review

in [45, 46].

1.3 Solution Methodology

In addressing the contemporary issues in timing and design of rotary clocking tech-

nology, different concepts in combinatorial algorithms [47], optimization algorithms

and operational research are considered. Routing technique such as maze router is

used in a novel design methodology for the clock generation using rotary rings [48].

Linear programming (LP) [49] and mixed integer programming (MIP) [50, 51] based

methodologies are developed for timing synchronization and wirelength optimiza-

tion. Mixed signal based design techniques [52–55] are incorporated for interconnect

modeling and parasitic characterization for rotary clocking. SPICE circuit simula-

tions [56, 57], 3-D finite element method (FEM) based simulations [58], and C++ high

level language [59] based simulations are used in verifying the design methodologies

and timing synchronization.

Traditionally, rotary clocking is implemented using regular shaped rings on an

array (grid) topology called rotary oscillatory arrays (ROA). The synchronous com-

ponents are connected to the preplaced regular square rings for timing closure. In

this dissertation, a novel methodology for rotary clocking design called custom ro-

tary oscillatory array (CROA) is proposed. CROA is designed using the maze router

based technique in design automation. A physical design flow for connecting non-zero

skew registers on to the custom rings so as to satisfy the register skew requirements

is described. An elmore delay based tapping delay model is used for computing delay

numbers. A methodology for tapping wirelength savings using combinatorial opti-
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mization algorithms is designed and implemented in C++ high level programming

language. SPICE based simulation techniques are used to verify the correct operation

of CROA design methodology.

Rotary clocking necessitates a non-zero clock skew operation due to the “travel-

ing” nature of the clock signal. However, the typical mainstream design flow usually

calls for a zero clock skew implementation. Hence, to cater for zero clock skew syn-

chronization needs, a systematic approach for zero clock skew synchronization with

rotary clocking is presented. Further, to minimize the wirelength, a tree based clock

routing technique is reviewed for rotary oscillatory arrays.

Timing closure, in terms of satisfying the timing requirements of each local data

path and the minimization of clock skew, are important objectives in the design of

high performance VLSI systems. A timing framework to analyze skew mismatch and

a bounded skew constraint methodology to reduce the skew mismatch in rotary clock

synchronization are presented.

The design methodology for the rotary clocking technology requires the analysis

of parasitics. Capacitive balance between the rings of the ROA grid is an integral

part of operation for rotary clocking due to the implications on clock resonance. The

oscillation frequency in CROA is sensitive to change in mutual inductance due to

the custom topologies. Mixed signal design techniques are proposed to characterize

the oscillation frequency, capacitive loading and inductive effects. To account for

unbalanced capacitance, two novel capacitance balancing methodologies using mixed

integer programming (MIP) technique are presented. To study the effects of parasitics

on the custom ring topologies, a Partial Element Equivalent Circuit (PEEC) [60–

62] based analysis is presented. Further, to characterize the rotary parasitics more

accurately, 3-D full wave electromagnetic mixed signal analysis and simulations are

incorporated.
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Rotary clocking is an ultra-low power clocking technology. SPICE simulations

are incorporated to verify the generated clock signals and to estimate the power

dissipation with the proposed design methodologies for rotary clocking.

1.4 Organization of the Dissertation

This dissertation is organized as follows. In Chapter 2, the resonant rotary and

mobius standing wave clocking technologies are reviewed and previous work on these

resonant clocking technologies is briefed and the delay model used for rotary clocking

implementation is presented. In Chapter 3, the rotary topology related work is pre-

sented describing novel CROA and ZeROA topologies, for non-regular ring generation

and zero clock skew synchronization, respectively. In Chapter 4, timing analysis and

optimization based work is presented describing novel bounded skew constraint and

capacitive load balancing methodologies with wirelength optimization techniques for

rotary clocking. In Chapter 5, the concepts explained in Chapter 4 are extended for

timing analysis and optimization of mobius standing wave oscillators. In Chapter 6,

the interconnect modeling and parasitic analysis based work is presented describ-

ing PEEC and 3-D based modeling and parasitic analysis for rotary interconnects.

Finally, a summary of the dissertation is presented in Chapter 7.

This dissertation can be divided and read along multiple axes depending on the

interest of the reader. The multitude of topics presented in this dissertation targeting

the two resonant clocking technologies presents cohesive subsets of analysis among

the seven chapters for different stand points of the reader. These include a non-zero

clock skew integration stand point, zero clock skew integration stand point, system

level design stand point and an IC-timing stand point.

From the non-zero clock skew integration stand point, a complete design automa-

tion flow for non-zero clock skew synchronization with rotary clocking is presented
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in Chapters 3 and 4. In Chapter 3, a novel scheme (CROA) is presented for non-regular

rotary ring generation. The timing and optimization concerns for the non-zero clock

skew synchronization are addressed with a bounded skew constraint methodology and

capacitive load balancing methodologies (OCLB and SOCLB) in Chapter 4.

From the zero clock skew integration stand point, a complete design automation

flow for zero clock skew synchronization with rotary clocking is presented in Chap-

ters 3 and 4. In Chapter 3, a novel scheme called ZeROA is presented for zero clock

skew synchronization. The timing and optimization related concerns for the zero clock

skew synchronization are addressed with SkCLB and ZCSCLB, skew-aware capacitive

load balancing methodologies in Chapter 4.

From a system level design stand point—readers will find direction in Chapters 3, 4

and 6. In particular, analyses are presented on the generation of rotary rings, timing

analysis and optimization, parasitic modeling and verification of oscillations (and

operational frequency) and power analysis through simulations in Chapters 3, 4 and 6,

respectively.

If a reader views this dissertation with an IC-timing stand point, in Chapter 4, a

pedagogical point of view is adopted in presenting timing analysis and optimization

based work for rotary clocking. First, a bounded skew constraint methodology is

presented from timing perspective. Next, the capacitive load balancing requirements

are identified for stable frequency and operation of rotary clock signals. Finally,

the bounded skew constraint and capacitive load balancing techniques are integrated

towards a robust operation of low-power rotary oscillators.

All these integration methodologies described for the readers with different stand

points constitute the design automation and analysis flow for the resonant clocking

technologies. These building blocks for the proposed design flow are verified with the

SPICE based simulation models for rotary clocking.
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2. Overview of Resonant Clocking Technologies

Resonant clocking technology is categorized into four main types, based on their

resonating components and the generated clock signal pattern:

1. Coupled LC oscillator [20–22],

2. Distributed oscillator [23, 26, 63–65],

3. Standing wave oscillator [16, 19, 24, 25, 66],

4. Traveling wave oscillator [17, 27, 67].

Figure 2.1: A coupled LC oscillator model.

Coupled LC oscillator based resonant clocking technology is generated by using

coupled inductance and capacitive elements at the internal nodes of a clock tree

topology. The matched impedance of the coupled LC elements provides a constant

magnitude clock signal with a constant phase. A sample coupled LC oscillator is
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Figure 2.2: An idealized schematic chart of distributed oscillator.

shown in Fig. 2.1 [20]. A clock signal with constant magnitude and constant phase is

similar to the conventional clock signals that are delivered using conventional clock

tree networks. The main advantage of coupled LC oscillator based resonant clocking

technology over other resonant clocking technologies is that coupled LC oscillator

based clocking provides the desired clock signal without any change to the conven-

tional design flows. Higher circuit performances are achievable solely by replacing

the clock distribution network with the coupled LC oscillator based resonant clocking

technology distribution network.

Distributed oscillator based resonant clocking technology is generated by using

coupled inductance and capacitance elements at the leaves (distributed) on the clock

tree topology. Similar to coupled LC oscillators, distributed oscillator based resonant

clocking technology provides a constant magnitude clock signal with identical phase.

Different distributed oscillator configurations such as distributed oscillators using dif-

ferential amplifiers, distributed oscillators using differential inductors are introduced

in [65] and [64], respectively. A sample distributed oscillator using differential ampli-

fiers is shown in Fig. 2.2 [65]. Distributed oscillators overcome the implementational

disadvantages of coupled LC oscillators.
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Figure 2.3: A standing wave oscillator with three cross coupled pairs.

Standing wave oscillator based resonant clocking technology is generated by send-

ing an incident wave down the transmission line and reflecting it back with a loss-less

termination such as a short circuit. Standing wave oscillator provides a varying am-

plitude clock signal with a constant phase. A sample standing wave oscillator with

three cross coupled pairs is as shown in Fig. 2.3 [25]. These designs achieve low-

jitter clocks and low power due to the resonance between the clock wire inductance

and clock capacitance. Since the clock phase is constant, this technology does not

require drastic modifications to the conventional design flows. However, the varying

amplitude of the clock signals may result in skew or make the clock buffering more

complex.
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Figure 2.4: A traveling wave oscillator called rotary clocking.

Traveling wave oscillator based resonant clocking technology, also called rotary

clocking technology is the resonant clocking technology of interest in this dissertation.

The rotary clocking oscillators rely on the wave traveling principle of transmission

lines to generate high frequency clock signals with constant magnitude and varying

phase. These oscillators store the energy in the inductors during the discharging

stage so that this stored energy can be re-circulated during the charging stage–thus

minimizing the dynamic power consumption. A traveling wave oscillator implemented

in [17] is as shown in Fig. 2.4.
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2.1 Rotary Clocking Technology

The details on the resonant rotary clocking technology are presented in this sec-

tion. The resonant rotary clocking operation is explained in Section 2.1.1. The

topology for rotary clocking operation is presented in Section 2.1.2. The proper-

ties of rotary clocking and the reported performance are presented in Sections 2.1.3

and 2.3.4, respectively.

2.1.1 Rotary Wave Generation and Operation (RWO)

A rotary ring consists of a double loop made of interconnects as shown in Fig. 2.5.

When the transmission line is excited from one or more points, the traveling wave

is established on the cross-connected line. This voltage wave can travel along the

transmission lines formed by the parallel interconnects of inner and outer loops.

Distributed CMOS inverters are placed uniformly along the transmission lines in

anti-parallel configuration. These anti-parallel inverter pairs save power and ensure

rotational clock. The anti-parallel inverter pairs serve as transmission line ampli-

fiers to regenerate the square wave. Each pair of anti-parallel inverters on the path

of the traveling signal turns on after some time, stimulating the same process at

the neighboring pair of anti-parallel inverters in the direction of the wave. Thus,

the anti-parallel inverters feed the traveling wave in the stronger direction, up to a

stable oscillation frequency. The operation of an individual rotary oscillator [17] is

illustrated in Fig. 2.6. Fig. 2.6(a) shows the open loop that conceptually occurs.

Fig. 2.6(b) shows the closed loop in steady state of operation where overlap of the

traveling waves causes signal negation.



14

Figure 2.5: Operating principle of rotary clocking.

2.1.1.1 Crossover Points

The traveling wave is inverted on the crossover points, generating different phases

of the square wave. In Fig. 2.5, a crossover point is shown as A. The phases at different

points on the rotary ring, for a square wave generated with a the crossover are as

shown in Fig 2.5. The duty cycles of the multiple clock phases are determined by the

location of the crossovers on the ring.

2.1.1.2 Tapping Points

The synchronous components of the VLSI circuit can be connected to the rotary

rings at certain locations called tapping points. These tapping points are marked
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(a) (b)

Figure 2.6: The rotary traveling wave oscillator theory.

uniformly on the rotary ring. In Fig. 2.5, tapping points are marked as TP1-TP15.

The different phases of the square wave at tapping points TP1-TP16 are as shown

in Fig. 2.5. Uniform capacitance distribution at these tapping points ensures a con-

stant operational frequency of the rotary ring.

2.1.2 Rotary Topology

Rotary clocking technology is traditionally implemented with a regular array (grid)

topology, as shown in Fig. 2.7. ROAs are generated on the cross-connected trans-

mission lines formed by regular IC interconnects. In Fig. 2.7, the ROA topology is

implemented on a 3x3 grid with five (5) rotary rings. An oscillation on these rings

can start spontaneously upon any noise event or stimulated by a start up circuit for

controlled operation [17]. Oscillations on the ROA rings are locked in phase, minimiz-

ing the effects of jitter. A four-port network is formed at each junction of two rotary

rings on the ROA, which is used to synchronize the oscillations between the respective

rotary rings [17]. The synchronization capability is enhanced, providing support for
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Figure 2.7: Basic rotary clock architecture (ROA).

both single and multi-phase clocking schemes. A uniform capacitance distribution on

each of the rotary rings ensures a constant operational frequency across the ROA. The

frequency of the clock signal generated by the rotary clocking technology is limited

only by the cutoff frequency of the integrated circuit technology used, and can be

manipulated by changing the length or adjusting the loading impedances of the rings

in the ROA topology.

2.1.3 Properties of Rotary Clocking

The adiabaticity, power dissipation, timing and capacitive balancing properties of

rotary clocking technology are described in Sections 2.1.3.1, 2.1.3.2, 2.1.3.3 and 2.1.3.4,

respectively.
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Figure 2.8: Cross-connected inverter pairs in rotary interconnects.

2.1.3.1 Adiabaticity

The current paths along the cross-connected transmission lines are terminated to

each other. The energy that goes into charging and discharging the MOS gate ca-

pacitance of the inverters–switching energy– becomes transmission line energy, which

in turn is circulated in the closed electromagnetic path. Such conservation of en-

ergy is enabled by adiabatic switching [68, 69], in terminating the current path to

the transmission line, instead of ground. The coherent switching occurs only in the

direction of the traveling path. The inverter switching action is shown in Fig 2.8.

An equal amount of energy is launched in the reverse direction, however the latches

in this direction are already switched, thus this energy simply serves to reinforce the

previous switching events on these registers.

2.1.3.2 Power

Once the traveling wave is established in a rotary ring, it takes little power to

sustain it. This is due to the adiabaticity as explained in Section 2.1.3.1. The capac-

itive loads do not contribute towards the power dissipation as they themselves are

clocked elements. Thus, the dissipated power on the ring is mainly resistive, given by
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the I2R expression instead of the conventional CV 2f expression for dynamic power

dissipation. The resistive losses are small compared to capacitive losses and hence

the total power dissipated for the rotary clocking technology is very low.

2.1.3.3 Rotary Timing

For the rotary clocking implementation, the phase and the frequency information

are critical. For the phase information, an arbitrary point on the ring is identified as

the reference point with a clock signal delay t = 0 and phase θ = 0◦. The clock signal

travels along the ring and reaches back the reference point with a phase θ = 360◦.

A phase of 360◦ is defined for notational convenience and is associated with a clock

delay equivalent to the clock period. For example, 90◦ of phase corresponds to T/4

units of delay, where T is the clock period. At any point on the ring, the clock signal

delay t and the clock signal phase θ are correlated through:

θ

360
=

t

T
. (2.1)

For the frequency information of the rotary clock signal, the capacitive and in-

ductive properties of the rotary rings need to be identified. A simplification is offered

in [17] in modeling the rotary ring as an LC circuit where the total inductance and

capacitance of the rotary ring are lumped into LT and CT , respectively. Assuming a

uniform distribution of inductance and capacitance along the ring for simplicity [17],

the phase velocity vp of the wave is calculated using the per-unit-length differential

inductance Ll and capacitance Cl as:

vp =
1√
LlCl

, (2.2)

where Ll and Cl are computed from the lumped LC model of the entire rotary ring.
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Figure 2.9: ROA interconnect parameters.

Since the traveling wave requires two rotations to complete a clock period, the oscil-

lation frequency is approximated as:

fosc ≈ vp

2l
=

1

2
√
LTCT

, (2.3)

where l is the length of the rotary ring [17]. Note that, a distributed LC model can

be used to compute the local phase velocity for improved accuracy. In this work, the

simplification of the lumped LC model and the uniform phase distribution are adopted

for the ease of presentation. Extension of the current model to the distributed LC

model is trivial.

In (2.3), the total inductance LT is estimated as [17]:

LT ≈ Pµ0

π
log

[(
πs

w + t

)
+ 1

]
, (2.4)
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where P, s, w, t, and µ0 are the perimeter of the ring, wire separation, wire width,

wire thickness and permeability in vacuum, respectively. The total capacitance CT is

estimated by:

CT ≈
∑

Creg +
∑

Cinv +
∑

Cring +
∑

Cwire, (2.5)

where Creg, Cinv, Cring and Cwire, are capacitances contributed by the registers, the

inverters between the transmission lines, the ring transmission line interconnects and

the register tapping wires, respectively. The capacitances Creg and Cinv are defined

based on the types and sizes of the register and inverter components, respectively.

The ring capacitance Cring includes the self and coupling capacitances between the

transmission line interconnects. The tapping wire capacitance Cwire depends on the

distance between the rotary ring and the registers (clock sinks). The wires used in

rotary clocking technology are wide enough such that the wire resistance is negligible.

2.1.3.4 Capacitance Balancing

The operating frequency of a rotary oscillatory array (ROA) depends on the total

estimated inductance (LT ) and capacitance (CT ) in the system shown in (2.3). Since

all the rotary rings on the ROA have same perimeter and structural properties, the

inductance of each rotary ring on the ROA is identical. However, the total capaci-

tance, which is composed of four (4) components as explained in (2.3) is not identical

due to Creg and Cwire. Cring and Cinv which depend on perimeter and structural

properties are identical across the rings of the ROA. Creg and Cwire depend on the

number of registers connected to each ring as well as their physical proximity to the

ring (which affects tapping wirelength and hence Cwire). This potential variation of

total capacitance on each ring of the ROA affects the stability and robustness of the

rotary operation.



21

2.2 Mobius Standing Wave Technology

The details on the mobius implementation of resonant standing wave clocking

technology is presented in this section. The mobius standing wave operation is ex-

plained in Section 2.2.1. The topology for the mobius standing wave operation is

presented in Section 2.2.2. The properties of mobius standing wave technology are

presented in Section 2.2.3.

2.2.1 Mobius Standing Wave Generation and Operation (SWO)

Standing wave technology is a resonant clocking technology formed by the super-

position of two traveling waves of identical magnitude and frequency, but traveling

in the opposite directions. A simple way to generate a standing wave is as shown

in Fig. 2.10(a). A voltage wave is sent down the differential transmission line and

reflected back with a loss-less termination (short). In practice the standing wave

generated has amplitude and phase mismatches due to the wire losses [25]. However,

by using a shorter wire, wire losses can be minimized. A sample λ
4

mode standing

wave oscillator design using tapered transmission lines is described in [66]. As shown

in Fig. 2.10(a), differential transmission lines are used with one end shorted and the

other end connected to a cross coupled inverter pair [66]. The energy injected by the

cross coupled inverter pairs propagates in the forward traveling waves and is reflected

back at the short circuit termination in the reverse traveling waves. The forward and

reverse traveling waves superimpose to form the standing wave.

The standing wave technology provides constant phase clock signals with varying

amplitude. Since the phase of the standing wave is constant, this technology is ideally

a zero skew technology and hence doesn’t need drastic modifications to the conven-

tional design flow. In this work, a new methodology for the standing wave technology

called the mobius implementation of standing wave oscillator [19] is considered.
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(a) Generation of standing wave. (b) Mobius implementation of standing wave os-
cillator.

Figure 2.10: Generation and operating principle of standing wave oscillator.

A mobius standing wave oscillator (SWO) is first implemented in [19]. In [19],

the standing wave oscillator is implemented using a cross coupled wiring pair. The

schematic is shown in Fig. 2.10(b). In this implementation, instead of a short circuit

termination, a mobius termination is used. This implementation uses adiabatic clock-

ing to minimize the power loss. The mobius standing wave implementation combines

the energy recycling feature of traveling wave oscillator (rotary clocking [17]) with the

constant phase feature of standing wave oscillator [25, 66]. A clock recovery circuit is

used to recover the clock signal, which has a varying amplitude in the standing wave

implementation.

2.2.1.1 Crossover Points

Similar to the traveling wave, the mobius standing wave is inverted on the crossover

points. However, since there is only one inverter pair, the clock signal is dual phased.

In Fig. 2.10(b), a crossover point is shown as A. Note that, due to the mobius con-
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nection, the clock signal is dual phased. Hence, the clock recovery circuits on the top

side of Fig. 2.10(b) will have the polarity opposite to the polarity of clock recovery

circuits on the bottom side of Fig. 2.10(b).

2.2.1.2 Connection Points

On the mobius ring, the points at which the clock recovery circuits recover the

clock signal are used to connect the registers to the ring. In Fig. 2.10(b), 24 such points

are uniformly marked. These points are called connection points. These connection

points are the potential locations from where the registers can derive the clock signals.

Note that, these connection points have identical phase and amplitude (amplitude at

the clock recovery circuit output) properties due to the properties of standing wave.

2.2.2 Mobius Standing Wave Oscillator Topology

Similar to the rotary oscillatory arrays (ROA) in [17], mobius rings in the standing

wave technology can also be implemented on a grid structure as shown in Fig. 2.11.

2.2.3 Properties of Mobius Standing Wave Oscillator

The adiabaticity, power dissipation, timing and capacitive balancing properties

of mobius standing wave technology are described in Sections 2.2.3.1, 2.2.3.2, 2.2.3.3

and 2.2.3.4, respectively.

2.2.3.1 Adiabaticity

The adiabaticity of the mobius standing wave oscillator is identical to that of the

rotary traveling wave oscillator described in 2.1.3.1.
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Figure 2.11: Mobius implementation of standing wave on a grid structure.

2.2.3.2 Power

Once the standing wave is established in a mobius structure, it takes little power to

sustain it. However, the power consumption on the mobius standing wave oscillators

consists of two major components. First is the resistive power loss similar to the power

dissipated on a rotary oscillator as explained in Section 2.1.3.2. However, the resistive

losses are higher in mobius standing wave as the clock signal is not replenished as

frequently as in rotary clocking. Next, apart from the resistive losses on the ring, the

additional power dissipation is due to the clock recovery circuits which are necessary

for faithful square wave generation. Hence, the power dissipated on a mobius standing

wave oscillator is more than the power dissipated on a resonant rotary oscillator.
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2.2.3.3 SWO Timing

The oscillation frequency of the free running standing wave (with no wire losses)

can be modeled similar to the frequency of oscillation described in [17], which is

expressed as:

fosc =
1

2
√
LTCT

, (2.6)

where LT and CT are the total inductance and total capacitance respectively, along

the path of the clock signal on the mobius ring. The inductance of the mobius ring

depends primarily on the interconnect geometry and is identical for each ring. The

capacitance for the mobius ring is composed of four (4) different components similar

to the rotary oscillator estimated by (2.5).

2.2.3.4 SWO Capacitance Balancing

The stability of operational frequency is partially characterized by the inductance

and capacitance distribution on each mobius ring of the standing wave technology

implemented on a grid structure (Fig. 2.11) as given in (2.6). The capacitance for

the mobius ring is composed of four (4) different components similar to the rotary

oscillator capacitance estimated by (2.5). Similar to the rotary oscillator, the induc-

tance, Cring and Cinv are identical for different rings across the mobius standing wave

grid. However, the capacitance balance across the different rings varies depending

on the number of registers connected to each ring (
∑
Creg) as well as their physical

proximity to the ring (which affects tapping wirelength and hence
∑
Cwire).
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2.3 Literature Review and Delay Model

In this section, the previous work on the rotary clocking and the mobius standing

wave oscillator is presented. The previous work in these resonant clocking is presented

with the perspective of topology, timing, parasitic analysis and physical implemen-

tation in Sections 2.3.1, 2.3.2, 2.3.3 and 2.3.4, respectively. The delay model for the

ring based resonant clocking implementation is briefed in Section 2.3.5.

2.3.1 Topology Related Work

The rotary clocking technology was introduced in [17], with an array of regular

rotary rings for clock generation and distribution. In all the previous work focusing

on topology and design flow for rotary clocking technology [18, 70–74], as well as

the pioneering work in rotary clocking [17], the rotary ring considered is regular, and

is placed at the geographical center of the chip area using the ROA topology. In

this dissertation, it is proposed that the oscillations can be sustained for non-regular

structures as well. A methodology for the design of custom rings called CROA is

proposed. In register synchronization with ROA, the registers are either moved closer

or away from the pre-placed ring such that when connected to the tapping points on

the ring, the register timing constraints are satisfied with minimal wirelength.

A mobius standing wave oscillator (SWO) technology is first implemented in [19].

Other than [19], there is no published work on the mobius implementation of resonant

standing wave oscillator.

2.3.2 Timing and Physical Design Related Work

Rotary clocking is conventionally envisioned as a multi-phase non-zero clock skew

technology due to the traveling nature of the clock signals generated [17]. Previous

studies in [70–73] discuss slightly improved design methodologies for timing synchro-
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nization with the rotary clocking technology, while keeping the conventional ROA

topology intact. All of these previous studies related to timing address the “non-zero

skew” requirement of rotary clocking; some utilize this property positively to improve

circuit operation [72, 73], where as most others build the physical design methodology

to counteract the effects of non-zero clock skew [70, 71]. The non-zero clock skew has

the added advantage of 30% higher clock frequencies on average [75].

In order to counteract the effects of non-zero clock skew, a physical design flow

with circuit partitioning and register placement is presented in [70]. The common

conception of the non-zero skew requirement for rotary clocking is used as a part

of the proposed design flow. Towards this end, the registers are pre-placed under-

neath the rotary ring such that, a fixed number of registers are available for any

given clock phase in order to efficiently implement a non-zero skew circuit. In [71],

an incremental placement and skew optimization algorithm is presented, where the

non-zero skew registers are placed at near optimal locations with respect to a regular

rotary ring. A min-cost network flow model is devised to tap all the registers on

to the different rotary rings on the ROA such that the total tapping cost is mini-

mized. In [72], the design of rotary based circuits is proposed using retiming and

padding concepts to satisfy the non-zero clock skew timing requirements of register

components. In order to utilize the traveling nature of the rotary clock signal for

performance improvement, a methodology to deliver the optimal clock skew schedule

to the synchronous components of a circuit is described in [73]. In [73], a sub-optimal

clock skew scheduling application is devised, where registers are tapped to available

clock phases in a geometrically partitioned (e.g. rings) circuit. In [74], a geometric

programming (GP) compatible models are used to implement a single rotary clock-

ing ring with geometric parameters for low power and a desired frequency operation.

In [18], regular rotary ring structures are analyzed in detail with the objective of
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power minimization. Various cases of mutual inductance are considered in choosing

the efficient design parameters to minimize power dissipation.

In all the previous work with timing consideration [70–73], rotary clocking is en-

visioned as a non-zero clock skew technology. In this work, it is demonstrated that

the rotary clocking technology can be used to synchronize the zero clock skew circuits

as well. A complete design automation analysis flow for zero clock skew synchroniza-

tion with rotary clocking is presented. A bounded skew constraint methodology is

presented for rotary clocking. Further, in this work, it is shown for the first time

that maintaining the total capacitive load balance between the rings of the ROA is

an important design goal to maintain robust operation (for e.g. resonance).

There is no published design automation work for the mobius standing wave os-

cillator technology. The physical design and automation methodologies proposed for

rotary integration are extended to the mobius implementation standing wave oscilla-

tor as well, towards integration with the mainstream IC design flow.

2.3.3 Parasitic Analysis Related Work

In the previous work related to parasitics and power analysis [18], regular ro-

tary ring structures are analyzed in detail with the objective of power minimization.

In [18], only the mutual inductance based on the regular rotary geometry is consid-

ered. Towards this end, presented in this work are interconnect modeling techniques

for accurate characterization of parasitics for both custom and regular rotary rings.

A PEEC based technique and a 3-D electromagnetic based parasitic extraction tech-

niques are proposed to account for various interconnect geometries of rotary rings.

Based on the parasitics extracted, SPICE simulation models are proposed for clock

generation and power analysis on rotary clocking.
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2.3.4 Physical Implementation

The rotary oscillator generated square waves present low jitter, controllable skew

and phase properties. The rotary traveling waves of frequencies as high as 3.4 GHz

and 18 GHz are implemented in [17] and [76], respectively, and up to 80% power

savings are reported in [17, 77]. The transmission line impedance is on the order of

10Ω and the differential on-resistance of the anti-parallel connected inverters are in the

100Ω− 1kΩ range for a 0.25µm technology [17]. Further, a rotary clock based finite-

impulse response (FIR) design is presented in [78], demonstrating a 34.6% saving in

clock power and a 12.8% saving in overall circuit power.

Till date, there is no physical implementational work reported for the mobius

standing wave oscillators.

2.3.5 Tapping Delay Model

In Fig. 2.12, a sample tapping wire—connecting a register Rj at location (x,y) to

the tapping point TP7 at location (x7,y7) on the rotary ring—is shown. Consider the

register Rj at location (x, y). Let the tapping locations TP1 to TP8, have coordinates

(x0,y0) to (x7,y7), respectively. For simplicity, only a section of the custom ring is

shown in Fig. 2.12.

In the simplest case, the register Rj is connected to the closest tapping point

which satisfies the phase requirement for the register Rj. In Fig. 2.12, assume that

the tapping point TP7 satisfies the phase requirement of the register Rj. Hence Rj

is connected to TP7. The tapping wirelength for Rj in this case is |x− x7|+ |y− y7|.
Similarly, each register is connected to the corresponding tapping point and the total

tapping wirelength is computed as the sum of individual tapping wirelength of each

register.
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Figure 2.12: Register tapping onto the ring.

For a more accurate delay computation, an elmore delay model [79] can be used to

compute the delays along the tapping wirelengths. In practical applications, a higher

order delay model can be used for increased accuracy.

In Fig. 2.13(a), tapping wire—connecting the register to the tapping point TP1—

is shown. The tapping wirelength is calculated by adding the rectangular coordinates.

In Fig. 2.13(b), RC equivalent circuit for the tapping wire is shown. In Fig. 2.13(b),

Rw and Cw are resistance and capacitance contributed by the tapping wire, respec-

tively. CRj
is the input capacitance of the register Rj. If r, c are per unit resistance

and per unit capacitance, respectively, of the tapping wire and l is the tapping wire-

length, then,

Rw = r.l;

Cw = c.l;
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(a) Register tapping onto the ring.

(b) Distributed wire model for tapping wire delay computation.

Figure 2.13: Tapping wire delay model.

Using the elmore delay model, the tapping wire delay t is computed as:

t = Rw

(
Cw

2
+ CRj

)

=
RwCw

2
+ CRj

Rw

=
rl.cl

2
+ rl.CRj

=
1

2
rcl2 + rlCRj

. (2.7)
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Thus, using the elmore delay model, the delay t of the tapping wire is given by:

t =
1

2
rcl2 + rlCRj

. (2.8)

Note that, the clock delay at the register sink is a function of the (clock) delay induced

by this tapping wirelength as well as the clock phase (degree) of the tapping point on

the ring. On each rotary the register must be connected to a tapping point such that

the register phase requirement is satisfied with the minimum tapping wirelength.

The total phase Θi(x, y) for a register at (x,y) from each tapping point i is com-

puted as:

Θi (x, y) = θi + φ [li (x, y)] , (2.9)

where θi is the phase at any point i on the ring and φ [li (x, y)] is the phase of the

tapping wire. The length of the tapping wire li is a function of x and y given by:

li (x, y) = |x− xi|+ |y − yi|. (2.10)

The phase of the tapping wire φ [li (x, y)] is computed as:

φ [li (x, y)] =

{
ti [li (x, y)]

T

}
360◦, (2.11)

where T is the clock period and ti [li (x, y)] is the delay of an interconnect of length li.

Using the elmore delay model in (2.8), the total phases at the register sinks are

computed as:

Θi (x, y) = θi +

{ 1
2
rc [li (x, y)]

2 + rli (x, y)CRj

T

}
360◦. (2.12)
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3. Novel Topologies for Rotary Clocking Technology

In this chapter, novel topologies are proposed for rotary implementation. First, a

topology based on classic maze-router is proposed in Section 3.1 for minimized tapping

wirelength. In Section 3.2, a novel design scheme for zero clock skew synchronization

with rotary clocking is presented. In Section 3.3, methodologies to synchronize rotary

topology with tree topology are reviewed.

3.1 CROA: A Novel Custom Rotary Oscillatory Array Topology for Ro-

tary Clocking Technology

Rotary clocking technology is traditionally implemented with a regular array (grid)

topology called rotary oscillatory arrays (ROAs) as shown in Fig. 2.7. A number of

studies have been performed on the traditional rotary clocking technology with re-

gards to the physical design flow and design automation [70–72, 74]. In all of the

previous research, the focus is on devising a design automation scheme for rotary

clocking by placing the synchronous components with respect to a grid of preplaced

regular square rings of the ROA topology. In this dissertation, a custom rotary os-

cillatory array (CROA) topology is proposed for rotary clocking. The novel CROA

topology is proposed on the following premises:

1. The rotary rings are permitted to have non-regular, custom shapes.

2. The rotary rings are not fixed at the geographical center but are drawn to cover

the high register density areas, reducing the tapping wirelengths.

3. The synchronous circuit is built as a non-zero skew system in order to be syn-

chronized by the varying phase of the rotary ring.
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Figure 3.1: Custom rotary clock architecture (CROA).

Similar to the conventional ROA topology, the CROA topology is implemented on a

grid based scheme as shown in Fig. 3.1. Each partition in CROA topology is termed

as a major grid. The size of each major grid in the CROA topology is determined

based on the perimeter Pr and the placement information for each register. Based on

the equations (2.3), (2.4) and (2.5), the ring perimeter is fixed to Pr corresponding to

a traveling wave clock frequency fr. For every rotary ring, the perimeter Pr is kept

constant so as to maintain the constant frequency on each ring and minimize jitter.

3.1.1 Motivational Example

Consider a sample major grid consisting of 45 registers preplaced over a 5x5 square

grid structure as depicted in Fig. 3.2. Let the operating frequency of the circuit

be f GHz, which requires a perimeter P of eight (8) grid units [follows from equa-
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(a) Standard rotary ring. (b) Custom rotary ring.

Figure 3.2: Standard and custom rotary ring topologies for a sample circuit with 45
registers shown as (X) on a grid size of 5x5.

tions (2.3) and (2.4)]. The sample rotary rings synchronized with the standard ring

topology and the custom ring topology are shown in Fig. 3.2(a) and Fig. 3.2(b),

respectively. The registers in Fig. 3.2(a) have the same placement and phase require-

ments as the registers in Fig. 3.2(b). In order to aid in capacitive load balancing, all

the preplaced synchronous components are permitted to connect (tap) onto the ring at

pre-selected nodes called tapping points as explained in Section 2.1.1.2 of Chapter 2.

In Fig. 3.2, each tapping point has two tapping locations, one in the inner differential

line and one on the outer differential line, separated by 180◦. For simplicity, only

the inner differential lines are shown. In Fig. 3.2(a), the eight (8) tapping points on

the regular ring, TP9 through TP16, provide clock phases between 0◦ – 360◦ with a

360◦/(8x2) = 22.5◦ interval. In Fig. 3.2(b), unlike the square ring in Fig. 3.2(a), the

custom ring is drawn closer to the grids having heavy register density. The eight (8)

tapping points on the custom ring, TP1 through TP8, provide the clock phases be-

tween 70◦ – 430◦, also with a 360◦/8x2 = 22.5◦ interval. The interval of the clock

phases between the tapping points is identical, however, the reference phase is shifted
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to better accommodate the clock phase (delay) requirements of the register sinks to

minimize the total tapping wirelength. For instance, the tapping wirelength with the

standard rotary ring implementation is 32 grid units. The tapping wirelength with

the custom rotary ring approach is 24 grid units, which is a 25% improvement over

the tapping wirelength in Fig. 3.2(a). The improvement in the tapping wirelength is

obtained by choosing the non-regular ring shapes and placing the custom rings based

on the register placement data.

3.1.2 Algorithm for the Custom Ring Implementation

The custom ring implementation is inspired from the popular maze router algo-

rithm [48] in the IC design. Based on the perimeter Pr and the placement information

for each synchronous component (e.g. register), the circuit is partitioned into major

square grids. The CROA topology is implemented on the major square grids, where

each major grid holds one custom rotary ring. The objective of the original maze

router algorithm is to find the shortest path from a source node to a target node on

a gridded plane. A novel custom router algorithm is developed in order to find a

closed path (ring) for the given path length on a gridded plane. The proposed cus-

tom router algorithm has similar mechanics and same complexity [O(mn) for a grid

with m rows and n columns] as the original maze router, however, has significantly

different objectives.

The well known, maze router algorithm [48] comprises of three stages. The first

stage, wave propagation, consists of expanding a wave from the source node to the

target node. The second stage, backtrace, consists of tracing back a path from the

target node to the source node. The third stage, clean up, consists of removing all the

cells that are not a part of the path found in backtrace stage. In order to facilitate

the maze router based implementation, each major grid is further divided into minor
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square grids. The granularity of the minor grid plane is determined based on the

number of tapping points on the custom ring. The minimum number of minor grids

is limited by the number of tapping points, such that each minor grid holds exactly

one tapping point, permitting the application of a maze router like strategy. Higher

number of minor grids can be used in order to increase the quality of the final result.

The proposed custom router algorithm comprises of three stages. The three stages

of the algorithm, implemented as shown in the pseudo-code in Fig. 3.3, perform the

following functions:

1. FindSource: Identifying the source grid,

2. FormRings: Generating all possible rings,

3. Wirelength: Computing the wirelengths to find the best possible custom ring.

In the FindSource stage, a source grid S(x, y) is identified among the minor

grids in each major grid. In the original maze router algorithm [48], the waves are

grown from the source node towards the target node. To incorporate a similar style,

a source cell is heuristically identified in the custom router. In each major grid (i.e.

custom rotary ring), for the given register placement vector < x, y > and the phase

information b[phase][j], the minor grid with the most number of registers having the

same phase requirement is selected to be the source cell S(x, y).

The FormRings stage of the proposed custom router algorithm is similar to

the wave propagation stage of maze routing. Waves from the source grid S(x, y) are

propagated exhaustively over the entire minor grid structure in each major grid, until

the source grid is traced again, thus forming a closed path. The entire solution space

consisting of all possible custom rings for the perimeter p is consolidated in vector <

Rings >.
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S(x, y) FindSource
(

minor grids, vector < x, y >
) {

for (j = 1; j <minor grids; j + +){
b[phase][j]← form b phase bins;

}
S(x, y)← max

∀ phase,j
{b[phase][j]};

}
vector < Rings > FormRings

(
S(x, y), minor grids, perimeter p

) {
create wavefronts starting from source S(x, y);
form closed paths of length p by tracing the source S(x, y) back;
vector < Rings >← consolidate all the rings with perimeter p;

}
struct(WLmin, Ringi) Wirelength

(
vector < Rings >, minor grids

) {
for (k = 1; k < vector < Rings >.size(); k + +){

determine tapping points;
WLk ← compute total tapping wirelength;

}
WLmin ← min

∀ k
{WLk};

Ringi ← Ring with the min tapping wirelength WLmin;
}

int main (int argc, char* argv[]) {
...

for (i = 1; i <major grids; i + +){
S(x, y) = FindSource

(
minor grids, vector < x, y >

)
;

vector < Rings > = FormRings
(
S(x, y), minor grids, perimeter p

)
;

WLmin = Wirelength
(
vector < Rings >, minor grids

)
;

}
...
}

Figure 3.3: Pseudo-code for the custom router, including an excerpt from the main
function and the three functions FindSource, FormRings and Wirelength.

The Wirelength stage of the custom router implementation algorithm is similar

to the cleanup stage of maze routing technique. The objective of this stage is to

search the exhaustive solution space of all possible rings to find the best ring Ringi.

In order to identify the best ring, first the registers are connected to all the possible

rings in the solution space, at a fixed number of points marked as tapping points.

Then, the total register tapping wirelengths for all the possible rings are computed.

The best ring Ringi is defined as the ring that requires the minimum total register

tapping wirelength WLmin.
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(a) Wirelength computation. (b) Phase computation.

Figure 3.4: “Tapping” the register Rk on to the custom ring at the tapping point
P11.

The three stages of the custom ring implementation algorithm are designed to

provide the best possible clock phases to the synchronous components. The proposed

CROA design methodology involves non-zero clock skew system design, where the

required clock delay at each synchronous component can be different. The required

clock phases are provided by “tapping” the synchronous components on to the ring

depending on the phase of the clock signal around the ring and the tapping wire. A

zero-clock skew system can be similarly synchronized, however, longer tapping wires

may be necessary.

On the custom ring of the CROA topology, a fixed number of points are marked

as potential tapping points. The definition of tapping points helps in simplifying the

physical design in timing and load balancing during oscillation. These tapping loca-

tions have phases uniformly distributed between 0◦ and the clock period T. Consider
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a register Rk at (xk, yk) as shown in Fig. 3.4, which has a phase requirement of ψk.

This register can be connected to any tapping point, marked P1-P12, on the rotary

ring as shown in Fig. 3.4.

Two constraints in connecting this register to a tapping point are the phase require-

ment of the register and the tapping wirelength. The total phase Θi(xk, yk) from each

tapping point Pi to the register Rk placed at location (xk, yk) is computed using (2.9).

The phase of the tapping wire φ [li (xk, yk)] is given by (2.11). Using (2.9) and (2.11),

the register Rk is connected to tapping point with the phase of θ11 = ψ− φ, as the

remaining φ is provided by the tapping wire. In Fig. 3.4, the register Rk is connected

to P11. Similar procedure is employed to connect the registers to the best tapping

locations. The possibility of connecting every register to all the potential rings in a

major grid is evaluated. For all these rings in a major grid, the tapping wirelengths

are computed. The ring that results in the minimum tapping wirelength is chosen as

the custom ring in the corresponding major grid. Similarly, the best custom ring is

selected from each major grid to form the CROA.

3.1.3 Experimental Results

The CROA topology design is tested on the IBM R1-R5 benchmark circuits, which

have a number of clock sinks ranging from 267 to 3101. The R1-R5 circuits include

only the placement information for each synchronous component and not the phase

information. The phase values— ranging from 0◦ to 360◦—are randomly generated

for the register sinks in the benchmark circuit files. Note that, the R1-R5 benchmark

circuits use a generic unit of length. Thus, the same generic unit is used in order to

represent the physical dimensions of wires and transmission lines.

Note that, the presented setup is for the experimentation on R1-R5 benchmark

circuits only. In general, for the physical design and timing, data for any circuit can
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Table 3.1: Tapping wirelength comparison for CROA VS ROA.

Benchmark Grid ROA CROA Improvement

R1 5× 5 2,773,150 1,567,220 43.49%
R2 6× 6 6,552,330 4,059,290 38.05%
R3 7× 7 8,827,920 5,308,910 39.86%
R4 9× 9 19,962,400 12,281,800 38.58%
R5 10× 10 33,035,200 21,054,800 36.27%

Average — — — 39.25%

be used as an input to the proposed CROA design methodology. This includes non-

zero skew circuits, where a standard delay format (SDF) file is generated by running

a clock skew scheduler on the design, which would provide required clock phases θi

that vary significantly. A zero clock skew circuit, generated by a mainstream physical

design flow would provide clock phases θi that are relatively similar to each other.

For each custom ring in the CROA topology, the perimeter Pr is selected so as to

maintain the constant frequency of oscillation fr. The first order delay model is used

for delay computation purposes. The grid size of the ROA topology is determined

based on the perimeter Pr and placement information for each register. For example,

the IBM benchmark circuit R1 is partitioned into 5×5 major ROA grids, considering

the size of the circuit and the perimeter computed for a simulated frequency of fr =

4.7 GHz. In order to facilitate the custom ring router, each partition is further

divided into 12 × 12 minor grids. For the same frequency, benchmark circuit R5 is

partitioned into 10 × 10 major ROA grids and each partition is further divided into

a 12× 12 minor grid structure.

The custom rings are drawn and the register tapping wirelengths are computed

based on the algorithm presented in Section 3.1.2. To compare the tapping wire-

lengths obtained in CROA, regular rings are drawn at the geographical center of each

partition to form the traditional ROA. The register tapping wirelength for each ring
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in ROA is computed. In Table 3.1, the register tapping wirelengths for ROA and

CROA are compared. With CROA, 39.25% of the tapping wirelength can be saved

on average when compared to regular ROA. This wirelength saving is a direct result

of the custom topology design to draw the rings closer to the high register density

areas. The tapping wirelength improvement is relatively constant (36.27% to 43.49%)

over different size of circuits. An average of 39.25% less tapping wirelength is very

significant in reducing the overall power dissipation and the routing congestion of the

integrated circuit.

3.1.4 Summary

In this chapter, a novel design methodology called the custom rotary oscillatory

array (CROA) is presented. Unlike all the previous research work presented in rotary

clocking [18, 70–72, 74], the proposed algorithm takes into account the non-regular

ring topologies. With the CROA methodology, a tapping wirelength saving of 39.25%

over the traditional ROA is demonstrated.
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3.2 ZeROA: Zero Clock Skew Synchronization with Rotary Clocking

Technology

The square wave generated from the rotary operation is a continuously traveling

wave, which provides different phases of the clock signal on the rotary ring. It is

commonly conceived that these multiple phases on the rotary rings necessitate a non-

zero clock skew operation. The majority of the previous work on rotary clocking deal

with the unique timing properties of this technology [36, 70–73]. All of these previous

studies address the non-zero skew requirement of rotary clocking; some utilize this

property positively to improve circuit operation [72, 73], whereas most others build

physical design methodologies to counteract the effects of non-zero clock skew [36,

70, 71].

While it is true that the clock phases differ on the rotary ring, the delay/phase

contributed by the tapping wire is often unused. In this chapter, it is shown that such

a requirement to provide non-zero clock skew operation is not necessary for rotary

clock synchronization. The rotary clock design methodology is investigated to demon-

strate that zero clock skew circuits can be built without any change in the physical

design stages of placement and routing. As discussed in Section 2.3.5, the clock phase

at a register is given by (2.9). The tapping wire delay at the tapping locations can

be manipulated (e.g. fitted) in order to provide zero clock skew synchronization.

In Section 3.2.1, the zero clock skew is introduced. In Section 3.2.2, a motiva-

tional example for zero clock skew synchronization is presented. In Section 3.2.3, the

methodology for zero clock skew synchronization with rotary clocking technology is

proposed. The experimental results are presented in 3.2.4. A summary of the chapter

is presented in 3.2.5.
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3.2.1 Zero Clock Skew

Conventional synchronous circuit design is simplified by assuming that the clock

signal arrives at all synchronous elements at the same time with minimal skew. Clock

skew can be defined as the difference in clock arrival time between two points in a

clock network. An example of clock skew is shown in Fig. 3.5. Here, clock signal at

Figure 3.5: Clock skew in a clock network.

c1 leads the clock signal at c2. Clock skew can evaluate to zero, negative or positive

depending on the clock arrival times at different points on the clock network. In

Fig. 3.5, if tc1 and tc2 are the delays of clock signals c1 and c2 from a common clock

source, then tskew = tc1−tc2. In Fig. 3.5, the clock skew observed is negative. Negative

clock skew can improve the minimum clock period of the circuit [32, 80]. On the other

hand positive clock skew has a limiting effect on the maximum operating frequency of

a synchronous circuit [32, 80]. Clock skew is generally caused by device/interconnect

mismatch or process variation.

The clock network design of high performance VLSI systems is focused on min-

imizing or nullifying the clock skew. Consequently, most of the design automation
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tool flows are also optimized towards a zero clock skew implementation. It has been

previously conceived that the rotary-clock synchronized implementations cannot uti-

lize these zero-or-minimal clock skew driven design automation flows and the inherent

non-zero clock skew operation has been deemed a major disadvantage for rotary clock

synchronization. In this chapter, it is demonstrated that rotary clocking technology

can be effectively used to synchronize zero clock skew circuits as well. It is shown

that the tapping locations can be selected optimally in order to provide the delivery

of the clock signal with identical phases to all the synchronous components. Towards

this end, a design automation methodology is developed which entails the placement

of rotary rings on a given circuit and the computation of the tapping locations on

the ring for a zero skew clock network. It is shown that such zero clock skew network

design does not lead to major degradations in the operating scheme (e.g. primar-

ily in terms of wirelength which affects frequency and power profiles). The results

are significant in demonstrating that the rotary clocking technology can be used to

synchronize zero clock skew circuits. The results are also significant in demonstrat-

ing that all legacy designs with a zero-clock skew scheme can be easily redesigned

for a rotary clock synchronization, without modifying their physical floor-planning,

placement and routing.

3.2.2 Motivational Example

Consider a rotary ring drawn on a sample circuit of 25 registers pre-placed over

a square grid as depicted in Fig. 3.6. Let the operating frequency of the circuit

be fr GHz, which requires a perimeter Pr [follows from (2.3) and (2.4)]. All the

pre-placed synchronous components are permitted to connect (tap) onto the rotary

ring at pre-selected nodes called tapping points(explained in Section 2.1.1.2). Varying

clock phases at the tapping points on the rotary ring are shown in Fig. 3.6(a) and
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(a) Non zero skew registers tapping on to the ro-
tary ring.

(b) Zero skew registers tapping on to the rotary
ring.

Figure 3.6: Rotary clocking technology implemented on non-zero skew and zero skew
circuits.

Fig. 3.6(b). The tapping points are distributed evenly on the ring, thus, the interval

of the clock phases between the tapping points is identical. Consider that the reg-

ister components in Fig. 3.6(a) and Fig. 3.6(b) have non-zero and zero clock skew

requirements, respectively. The placement and routing of circuit components for the

non-zero and zero skew implementations are identical; only the tapping interconnects

to the rings change in order to satisfy the timing constraints.

A typical flow for non-zero skew implementation of rotary ring is shown in Fig. 3.7.

The design and implementation of the rotary rings are performed independent of

the register timing and placement. On one side, the ring parameters are identified

to generate the desired frequency given by (2.3). On the other side, the register

timing constraints are determined during the register clock skew scheduling stage

and the registers are placed using a placement tool. Thus, the timing requirements

for the registers are independent of the phases available on the rotary ring. The
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Figure 3.7: Rotary ring on non-zero skew circuits.

previous study in [71] proposes an iterative methodology partially addressing this

gap. However, the flow in Fig. 3.7 remains accurate when a design automation tool

flow is adopted. Such an adoption also enables and—for practical reasons—requires

zero clock skew synchronization.

Consider the non-zero skew design shown in Fig. 3.6(a). Each register Ri on the

circuit has a phase requirement ψi. For instance, consider the registers marked as A

and B, which have phase requirements of 65◦ and 225◦, respectively. To satisfy the

timing requirements, register A and register B are connected to the tapping points

marked as 45◦ and 135◦, respectively. This is so, because the tapping wire (the dotted

line) that connects register A and register B to their respective tapping points also
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contributes towards the phase delay. Hence, register A is connected to the tapping

point at 45◦ with the wire contributing for the remaining 20◦ delay. Register B is

connected to the tapping point at 135◦ with the wire contributing for the remain-

ing 90◦ delay. The tapping wires for registers A and B are 25 units and 35 units,

respectively.

Consider the zero skew design shown in Fig. 3.6(b). Each register Ri of the

circuit has a constant phase requirement ψ. For illustration purposes, consider the

registers have the phase requirement of ψ = 90◦. To satisfy the timing requirement,

registers A and B [and all the registers in Fig. 3.6(b)] were to be connected to the

tapping point giving 90◦ phase, if tapping wires were very short. However, according

to (2.9), depending on the (x, y) locations of the registers, the phase contributed by the

tapping wire changes. Thus, all the registers are not connected to the 90◦ point. In the

sample circuit, register A is connected to the tapping point with the phase 22.5◦. The

remaining 67.5◦ is contributed by the tapping wire. Similarly, register B is connected

to the tapping point with the phase 45◦, as the remaining 45◦ is contributed by the

tapping wire. Note that, incidentally, the tapping wires for registers A and B are the

same length, 30 units, in this example.

In this example, the total tapping wirelength for the non-zero skew synchroniza-

tion is 500 units. The total tapping wirelength for the zero skew synchronization is

525 units. It is seen that the rotary clocking technology can be used to synchronize

the zero clock skew implementation as well, with minimal (or zero) compromise in the

total register tapping wirelength. The change in the total register tapping wirelength

in this demonstrative example is 5%.
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3.2.3 ZCS: Proposed Methodology for Zero Clock Skew Synchronization

The proposed methodology to generate zero clock skew synchronization is based

on the principle that the tapping wires to connect each register onto the ROA network

have intrinsic delays that affect the delivery phase to each register. The design and

implementation of the rotary rings in the ROA topology are performed independent

of the register timing requirements. The clock phase (e.g. insertion delay) at each

register is the sum of the phase of the tapping point on the ROA and the phase

contributed by the tapping wire. Some previous work, such as [70, 71], propose to

either place the registers close to the ring or once the ring is placed, to move the

registers closer to the ring. These methodologies propose significant changes to the

physical design flow to implement, which keep the tapping wires relatively short. In

terms of the timing requirements, the delivery of clock phases are governed mostly

by the tapping location on the ROA due to the relatively short tapping wires. While

excessively long wires are detrimental to the overall power dissipation and cause

routing congestion, some wirelength is necessary to maintain the oscillation on the

ROA [17]. In simplest terms, without altering the physical design flow results, only

the tapping locations on the ROA can be changed for each register to provide identical

clock phases to be delivered at each register. The delivered clock phases in this case

are governed by the tapping location on the ROA as well as the delay induced by the

tapping wire.

The ROA topology is implemented to draw rotary rings for a given frequency fr.

Based on the equations (2.3), (2.4) and (2.5), the ring perimeter is fixed to Pr corre-

sponding to the frequency fr. For each rotary ring, the perimeter Pr is kept constant

so as to maintain the frequency. The grid size of the ROA topology is determined

based on the perimeter Pr and the floor-plan of the circuit.
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Figure 3.8: Tapping point selection for Rk(x, y).

On every rotary ring corresponding to the square ROA grid, tapping points are

marked. As explained in the Chapter 2, an arbitrary point on the rotary ring is marked

as the reference point with the phase 0◦. Starting from the reference point, various

tapping locations are marked on the ring at uniform distances with the corresponding

phase values. For every register in a partition, a suitable tapping point is selected

based on the phase requirement for each register and the tapping wire phase.

A discussion of the case in Fig. 3.8 exemplifies how the optimal tapping point is

selected. Consider the register Rk at location (x, y), which has a phase requirement

of ψ. This register can be connected to any of the sixteen tapping points on the

rotary ring. Assume these tapping locations provide clock phases θ1 = 0◦ through

θ16 = 360◦, respectively, with a 22.5◦ interval as shown in Fig. 3.8. The total phase

Θi(x, y) to a register Rk(x, y) from a tapping point i is computed using (2.9). The

phase of the tapping wire φ [li (x, y)] is computed using (2.11).
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Thus, the register Rk with phase requirement ψ is connected to tapping point with

θk = ψ−φ phase using (2.9), as the remaining φ phase is provided by the tapping wire.

For zero clock skew operation, the tapping points for each register are selected in a

similar manner. Note that, in non-zero skew circuits, phase requirements for different

registers may be different whereas in zero skew circuits, phase requirement for all the

registers will be identical. For a practical bounded skew application, tapping locations

are selected such that the required skew is delivered within an upper bound of phase

mismatch, while choosing the tapping location that results in the shortest tapping

wirelength. Finally, the total tapping wirelength for each ring is computed by adding

the tapping wirelength for individual registers to complete the solution for ZCS.

3.2.4 Experimental Results

The rotary clock router algorithm is implemented in C++. The router is tested on

a 2GHz x86 processor with a 1GB RAM. The ring perimeter is fixed to Pr based on

the frequency fr, which is selected as 3.4 GHz (simulated frequency in [17]). The test

data are the IBM R1-R5 benchmark circuits. Input capacitance for the synchronous

components, per unit resistance and per unit capacitance of the tapping wires are

obtained from the R1-R5 benchmark circuits.

The R1-R5 circuits are considered zero skew circuits and hence include only the

placement information for each synchronous component and not the phase informa-

tion. To facilitate the non-zero skew implementation, phase values— ranging from

0◦ to 360◦—are randomly generated for the register sinks in the benchmark circuit

files. The random generation of the phase values does not affect the solutions in a

particular direction, and to ensure increased generality, averages of multiple random

runs are reported.
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Figure 3.9: Zero skew requirement of IP block on a System On Chip (SoC).

To illustrate the zero-skew implementations, each register in the R1-R5 benchmark

files is assigned with the identical clock phase of 0◦. Note that, if all the circuit

components are synchronized with the rotary clocking, any phase value can be selected

to generate the zero clock skew scheme. This is true because zero skew is defined as

the difference of the phase values (e.g. clock delays). However, if rotary clocking is

used only on an IP block in a system-on-chip (SoC) circuit as shown in Fig. 3.9, the

tapping registers on the I/O ports of the IP block should adhere to the overall timing

specification of the circuit. A popular method for such SoC block timing is to set

the clock skew between I/O ports of the IPs to zero such that, the zero skew scheme

is satisfied between the IP blocks. The clock delays at the I/O ports, can similarly

take any value, as long as the zero clock skew scheme is satisfied. For convenience,

the delays at the I/O ports are set to a constant multiple of clock period T, which

translates to a clock phase of 0◦ in rotary clocking. So the clock phase at each

synchronous component in the IP block is set to 0◦. In general, any constant phase θ

can be used for all synchronous components on the SoC to demonstrate the zero skew

operation.
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Table 3.2: Tapping wirelengths for the rotary rings implemented with non zero skew
R1-R5 circuits.

Benchmark Grid Tapping wirelength for non-zero skew implementation (in microns)
Run1 Run2 Run3 Run4 Run5 Run6

R1 5× 5 2,773,150 2,869,830 2,791,590 2,803,170 2,805,200 2,772,280
R2 6× 6 6,552,330 6,415,460 6,455,780 6,619,290 6,403,660 6,493,790
R3 7× 7 8,827,920 8,921,040 9,011,010 9,065,960 8,933,650 9,107,250
R4 9× 9 19,962,400 19,965,700 20,044,900 20,115,300 19,992,500 20,076,900
R5 10×10 32,878,400 32,440,100 32,805,400 32,843,700 32,603,900 32,819,300

Table 3.3: Tapping wirelength comparison.

Benchmark Grid size Zero skew wirelength Non-zero skew wirelength Change
R1 5× 5 2,780,090 2,802,536 -0.80%
R2 6× 6 6,512,780 6,490,051 0.35%
R3 7× 7 8,969,600 8,977,805 -0.09%
R4 9× 9 20,017,400 20,026,283 -0.04%
R5 10× 10 33,208,700 32,731,800 1.44%

Experiments are carried out to compare the tapping wirelength obtained from the

rotary clocking implementation on the zero skew circuits with the tapping wirelength

on the non-zero skew circuits. In Table 3.2, register tapping wirelengths obtained for

R1-R5 circuits are shown. Depending on the placement dimensions and the frequency

of the rotary ring, the benchmark circuits R1, R2, R3, R4 and R5 are partitioned into

grid sizes (5 × 5), (6 × 6), (7 × 7), (9 × 9) and (10 × 10), respectively. The average

tapping wirelength for non zero skew circuits is computed over six (6) different runs

based on the varying skew requirements for each register.

Similarly, experiments are carried out to compute the tapping wirelength values

for zero skew R1-R5 benchmark circuits. In Table 3.3, the tapping wirelength for

non-zero skew circuits and the zero skew circuits are compared. For R1, R3 and R4

circuits, tapping wirelengths for zero skew circuits are marginally shorter than non-

zero skew circuits by 0.80%, 0.09% and 0.04%, respectively. However, for R2 and R5
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Table 3.4: Change in tapping locations for non-zero skew registers compared with the
zero skew registers.

Benchmark Grid Regs # of registers whose tapping locations change Change
Run1 Run2 Run3 Run4 Run5 Run6 Avg

R1 5× 5 267 229 225 226 227 231 229 228 85.22%
R2 6× 6 598 495 510 511 499 508 515 506 84.67%
R3 7× 7 862 735 749 747 744 736 723 739 85.73%
R4 9× 9 1903 1646 1620 1594 1606 1625 1598 1615 84.86%
R5 10× 10 3101 2651 2637 2670 2687 2655 2646 2658 85.70%

circuits, the zero skew tapping wirelengths are marginally longer by 0.35% and 1.44%,

respectively. With a crude approximation, a ±1.5% tapping wirelength variation is

observed in implementations on zero clock skew circuits. Thus, tapping wirelength

results for zero skew circuits are found to be very close to those for non zero skew

circuits, confirming the minimal degradation in total register tapping wirelength.

To identify the consequences of zero vs. non-zero clock skew synchronization for

each register tapping wire, the registers which changed their tapping locations moving

from non-zero skew implementation to zero skew implementation are identified. The

results are reported in Table 3.4. For R1-R5 benchmark circuits, around 85% of the

registers changed their tapping points going from a non-zero skew implementation to

a zero skew implementation. Even with such a high percentage of registers changing

their tapping points, the percentage change in the total register tapping wirelength

is below 1.5%, which is marginal. Such a result can be considered as a consequence

of the independence of the rotary placement and the circuit placement routines as

shown in Fig. 3.7.

3.2.5 Summary

In this chapter, synchronization of zero clock skew circuits with rotary clock-

ing technology is shown. In all the previous research on rotary clocking [36, 70–72],
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clocking technology is envisioned exclusively as a non-zero clock skew synchronization

technology. With the proposed methodology, the feasibility of using rotary clocking

as a zero clock skew synchronization technology is investigated. With the experiments

on IBM R1-R5 benchmark circuits, the tapping wirelength results are found to be very

close to those for non zero skew circuits. In particular, the tapping wirelength vari-

ation of ±1.5% is observed, demonstrating minimal degradation in register tapping

wirelength. These results are encouraging in proving the feasibility of using indus-

trial tool flows (placement and routing) targeting zero clock skew implementations in

rotary-clock-synchronized-circuits.
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3.3 Review of Rotary Topology Synchronization with Tree Subnetworks

The connection of registers to the rotary ring is a tedious process. The conven-

tional approach is to connect registers individually to the tapping points. Some stud-

ies investigate moving the registers closer to the rings in order to shorten the tapping

interconnects [70, 72]. An appealing technique is to create tree subnetworks connect-

ing a number of registers to the same tapping point on the ROA. Such synchronization

of rotary topology with the tree subnetworks is investigated in [30] and [81].

3.3.1 Tree Subnetworks for Custom Rings

In [30], a two-step process is proposed for synchronization of custom rotary rings

with the tree based subnetworks. First, the tree generation step is employed, where

the tree subnetworks are built for the register components of a circuit, such that, the

root node of each tree requires a specific clock delay (skew). Next, the ring generation

step is employed, where the custom rotary rings are generated so as to satisfy the

delay requirements for the root nodes of the tree subnetworks. In Fig. 3.10, a custom

ring synchronized with the tree subnetworks is shown.

In the tree generation, the chip area is partitioned in to multiple clusters of the

registers sinks using a multilevel hypergraph partitioning tool hMETIS [82]. A variation

of the Binary Search Tree/Deferred Merge Embedding (BST/DME) [83] algorithm

proposed in [84] is used to generate a binary clock tree. The Minimum Wirelength

Prescribed Skew Routing Tree Problem [84] algorithm makes use of the clustering

technique described in [85] to generate clock trees with required clock skew (non-zero

skew) at each sink with the minimal total wirelength. This step is applied iteratively

in [30], to find the tree subnetwork with the minimal total wirelength.

In the ring generation, the roots of the trees generated in the tree generation

stage are evaluated by the required skew at each root. A greedy collision detection
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Figure 3.10: Custom rings synchronized with tree sub-networks.

and avoidance heuristic is employed to draw the custom ring. The custom ring is then

drawn such that the required skew delivered to the roots of the tree subnetworks is

within a user-defined skew threshold. The experimental results in [30] demonstrate

a 38.6% improvement on average in wirelength compared to the conventional tree

topologies.

3.3.2 Capacitance-aware Tree Subnetworks for ROA

In [81], a three-step process is proposed for synchronization of rotary rings with

the tree based subnetworks. First, the ROA generation step is employed to draw the

rotary rings. Next, the Tree generation step is employed, where the tree subnetworks

are built for the register components of a circuit. Finally, the Routing step is employed

to connect the tree subnetworks to the ROA, such that, the capacitive load on each

tapping point is balanced. In Fig. 3.11, a balanced tree subnetwork synchronized with

the ROA is shown.
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Figure 3.11: Capacitance-aware tree subnetworks synchronized with the ROA.

In the ROA generation step, the rotary rings are generated using the methodol-

ogy presented in 3.2. The tapping points are identified on the ring where the tree

subnetworks will get connected.

In the Tree generation step, the BST/DME [83] is employed but modified, in

order to obtain the tree subnetworks with balanced capacitive loads and minimum tree

length. A bottom up clustering algorithm is developed to achieve the tree subnetwork

design task.

In the Routing step, the tree subnetworks are connected to the ROA tapping

points such that, the capacitive load at each tapping point is balanced. A Balanced

Tapping Points Assignment Algorithm is developed [86–89] in order to obtain a one-

to-one mapping between the tapping points identified in ROA generation step and

the Tree subnetworks generated in Tree generation step. In addition to the balanced
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capacitive loading, the skew requirements at the tapping points are satisfied with the

limited tapping wires.

The experiments in [81] demonstrate an 82.1% improvement in tapping wirelength

compared to the wirelength results in the best known previous work [39]. Further,

the clock waveforms simulated show minimal variation in the frequency (0.1%) and

a 15.8% power savings on average due to the tree based rotary clock routing.

3.3.3 Summary

In this section, the synchronization of rotary topology with the tree subnetworks

investigated in [30] and [81] is reviewed. The methodologies presented here provide

a blueprint for the rotary tree routing, however, can be improved for better opera-

tion and performance. In the remainder of this dissertation, more important issues

concerning rotary clocking such as, timing analysis and optimization, interconnect

modeling and parasitic extraction, power analysis are investigated in detail to enable

easy integration of this emerging technology with the mainstream IC flow.
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4. Timing Analysis and Optimization for Rotary Clocking Technology

Timing closure, in terms of satisfying the timing requirements of each local data

path and the minimization of clock skew, are important objectives in the design

of high performance VLSI systems. Rotary clocking being an emerging technology

for high frequency and low power clock signals, necessitates further research into the

design automation, timing analysis, verification methodologies for integration into the

mainstream IC design flow. To this end, first, a bounded skew constraint methodology

is presented in Section 4.1. Next, in Section 4.2, the negative effects of the unbalanced

capacitive loading on the ROA are demonstrated and methodologies to achieve the

balanced capacitive loading are presented. Finally, in Section 4.3, the bounded skew

constraint and the capacitive load balancing are integrated to achieve a skew-aware

load-balanced zero clock skew rotary oscillatory array.

4.1 Bounded Skew Constraint Methodology for Rotary Clocking

The square wave generated from the rotary operation with adiabatic switching

is a continuously traveling wave, which provides multiple phases of the clock signal

on the rotary ring. The design automation of this multi-phase rotary clocking is

investigated in [36, 71, 72], however, with the major design simplifications of the

phase assignments for scalability. The effects of these simplifications are analyzed

with a timing framework and a skew analysis. A limited amount of research has

been done on rotary clocking since it was introduced in [17]. In all the previous work

related to timing (presented in Section 2.3.2), the common simplification strategy is

identifying a finite number of tapping points on the ring for register tapping. In this

section, the effects of the simplification on skew are analyzed. Further, the results of
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the skew analysis are used in devising a bounded skew constraint technique to reduce

the overall skew mismatch.

In Section 4.1.1, a timing framework is developed for skew analysis. In Sec-

tion 4.1.2, skew analysis is presented for non-zero clock skew and zero clock skew

synchronization with rotary clocking. It is shown that the current design automation

methods may lead to skew. Consequently a bounded skew constraint methodology is

presented in Section 4.1.3 for rotary clock synchronization. The experimental results

are presented in Section 4.1.4. A summary of the section is presented in Section 4.1.5.

4.1.1 Timing Framework

Consider a register Rj located at (x, y). The register Rj taps on to the rotary

ring at a tapping point TPi which satisfies the phase requirement of the register. The

selection of the tapping point for Rj(x, y) depends on:

1. ΘRj
- the phase requirement of the register Rj,

2. ΘTPi
- the phase available at the tapping point TPi,

3. Θli - the phase attributed to the tapping wire li.

The tapping point for the register Rj is chosen such that the following relation is

satisfied:

ΘRj
= ΘTPi

+ Θli . (4.1)

The phase requirement ΘRj
of each register Rj is obtained from the clock skew

scheduling tool in design automation or can be selected to be identical for all registers

for a zero clock skew implementation. The tapping point phases ΘTPi
at various tap-

ping points TPi are distributed between 0◦ and 360◦ due to the traveling nature of the

rotary clock as explained in Section 2.1.3.3. The phase contributed by the tapping

wire Θli depends on the tapping wire li. The function t (li) is the delay computation
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function to compute the delay contributed by the tapping wire of length li. Based on

the desired level of accuracy the delay computation function of any model order can

be chosen.

In the ideal case, the register Rj is connected to the tapping point TPi which

satisfies (4.1). This is only possible if the rotary ring has infinite tapping points.

However, for scalability, a finite number of points spread uniformly through out the

ring are identified as potential tapping points. The registers are connected to these

tapping points such that the skew mismatch is minimal. The skew mismatch in

connecting the register Rj to the tapping point TPi is termed Sj,i and computed as:

Sj,i = ΘRj
− (ΘTPi

+ Θli). (4.2)

The worst Sj,i for all Rj and TPi pairs defines the overall skew (i.e. global skew).

4.1.2 Skew Analysis

The skew values are analyzed for the ROA topology described in Section 2.1.2.

The ROA topology is implemented to draw rotary rings for a given frequency fr

on the IBM R1 to R5 benchmark circuits. Based on the equation (2.3), the ring

perimeter is fixed to Pr, corresponding to the frequency fr. For each rotary ring, the

perimeter Pr is kept constant so as to maintain the constant frequency. The grid size

of the ROA topology is determined based on the perimeter Pr and the placement

information (x, y) for each register. For example, the IBM benchmark circuit R1 is

partitioned into 5 × 5 grids depending on the size of the circuit and the perimeter

computed for a frequency of fr = 3.4 GHz of a rotary-clock synchronized circuit.

Depending on the register phase requirement ΘRj
, the phase available at the tap-

ping point ΘTPi
and the phase generated by the tapping wire Θli , the tapping points

are chosen for the registers such that the skew generated Sj,i is minimal computed
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(a) R1 (b) R2

(c) R3 (d) R4

(e) R5

Figure 4.1: Distribution of skew mismatch for R1- R5 circuits.

by (4.2). Previous works in [36, 72] also adopt this procedure. In Fig. 4.1, the skew

distribution by using the methodology described in [36, 72] is shown for the IBM R1

through R5 benchmark circuits. Note that, criticality in the static timing analysis is

defined for the worst case skew mismatch, thus, for the tail ends of the distributions

in Fig. 4.1. For the IBM R1-R5 benchmark circuits, an average (worst-case) skew

mismatch of 5.56% of the clock period is observed. This observation is used as a

motivation to propose the bounded skew constraint methodology described in Sec-

tion 4.1.3.
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4.1.3 Bounded Skew Constraint Implementation

The bounded skew constraint methodology is devised to reduce the skew mis-

match based on the skew distribution obtained in Section 4.1.2. A motivational

example demonstrating the method is presented in Section 4.1.3.1. The methodology

is formally presented in Section 4.1.3.2.

4.1.3.1 Motivational Example

Consider a phase requirement of ΘRJ
= 135◦ for the register Rj at (x, y) in Fig. 4.2.

This register can be connected to any of the available tapping points on the rotary

ring. For simplicity, only a section of the ring is shown in Fig. 4.2 and only the tapping

points TP4 and TP5 are considered. The phases available at tapping points TP4 and

TP5 are, 90◦ and 120◦, respectively. If the register is connected to tapping point TP4

then the phase contributed by the tapping wire is 20◦. The skew mismatch in this

case is Sj,4 = 135◦−90◦−20◦ = 25◦. If the register is connected to tapping point TP5

then the phase contributed by the tapping wire is 25◦. The skew mismatch in this case

is Sj,5 = 135◦−120◦−25◦ = −10◦. Based on the analysis in Section 4.1.2, the register

is connected to the tapping point TP5 as the skew mismatch is the smallest. Note

that, if the skew mismatch is positive then the tapping wirelength can be artificially

increased to nullify the total skew mismatch.

For instance, at the tapping point TP4, the skew mismatch is positive. Hence

a wirelength corresponding to 25◦ is added to achieve a perfect skew match. The

total wirelength in this case is 50 units. On the other hand, if the skew mismatch

is negative, then based on the double loop design of the rotary ring as explained

in Section 2.1.1, register can be connected to the other differential line, adding a

phase of 180◦ to ΘTP ′i , where TP ′i is the pair for TPi. Then, similar procedure of

wiresnaking can be used to nullify the skew mismatch. In Fig. 4.2, at the tapping
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Figure 4.2: Bounded skew constraint methodology to reduce the skew mismatch.

point TP5 the skew mismatch is negative. Hence a wirelength corresponding to phase

(−10◦ + 180◦ = 170◦) is added to achieve a perfect skew match. The total wirelength

in this case is 100 units.

Since the new total tapping wirelength for TP4 is less than that for TP5, the

register Rj is connected to TP4. In this case, the wirelength is (100%) greater than

the original tapping wirelength using the method described in Section 4.1.2 (25 units).

However, a perfect skew is achieved. Often times, a less than perfect skew can be

achieved with a less than the worst case 100% wirelength increase, which can be

formidable in most high performance designs. For instance, at the tapping point

TP4, for a practical skew upper bound of 4% of the total clock period, the wirelength

required is 35 units, which is approximately 40% increase in the original wirelength.

4.1.3.2 General Methodology

Consider a rotary clocking implementation with tapping points TPi distributed

uniformly along the rotary ring similar to the simplification methodology adopted

in [72] and [36]. According to the analysis in Section 4.1.2, the skew mismatch for



66

connecting the register Rj to a tapping point TPi is Sj,i. To maintain the skew within

a practical bound, an upper bound for skew SUB is chosen such that Sj,i < SUB. For

the perfect skew balance, the upper bound SUB = 0. Let the minimum tapping

wirelength required to connect a register Rj to a tapping point TPi be WLi.

For each tapping point TPi, the amount of wire snaking required to keep the skew

within an upper bound SUB is computed as WSi. Let the tapping wirelength for each

tapping point with wire snaking be WL∗i . Then:

WL∗i = WLi +WSi. (4.3)

Let the total register tapping wirelength without wire snaking and with wire snaking

be ΣWLi and ΣWL∗i , respectively. The proposed design methodology reduces the

skew mismatch and for an upper bound of SUB = 0, achieves a perfect skew match.

However, as explained in Section 4.1.3.1, ΣWL∗i can be more compared to ΣWLi

based on the skew mismatch. A more practical approach to wire snaking involves the

improvement of clock skew (sub-optimally) with an upper bound SUB for a moderate

wirelength increase.

4.1.4 Experimental Results

The proposed methodology for the reduced skew mismatch is tested on the IBM

R1-R5 benchmark circuits. In the proposed methodology, the skew upper bound SUB

is varied from 5% (of the total clock period) to 0 (perfect skew). For each case,

the additional tapping wirelength required to achieve the skew SUB is computed.

In Fig. 4.3, the wirelengths required for the IBM R1-R5 benchmark circuits, to keep

the skew under 5% (of the total clock period) to 0% (perfect skew), are plotted.

It is observed that the register tapping wirelength is indirectly proportional to the

permitted skew.
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Figure 4.3: Limited wire snaking for improved skew.

The skew distribution in Fig. 4.1 and the wire snaking wirelengths in Fig. 4.3 are

further analyzed in the light of the fact that the worst case skew mismatch is a bottle-

neck in timing analysis. It is observed from Fig. 4.1 that the majority of the registers

have low skew mismatch and only a low number of registers at the tail end of the

distributions cause the worst case skew. Thus, a practical application of the proposed

wire snaking approach is devised to primarily target these registers. In this practical

application, the skew mismatch is significantly improved while the wirelength increase

due to wire snaking is significantly limited. Note the flat curve on the left hand side

of Fig. 4.3. The wirelength increase is minimal until the skew is 3.5% (of the total

clock). A vertical line signifying this observation is drawn in Fig. 4.3. The wirelength

increase for a skew of below 3.5% is very high (up to 135.11% increase for perfect skew

balance on the R1 benchmark circuit). Hence, for practical consideration, a skew of

3.5% is chosen with the minimal increase in wirelength (around 1.25%) compared to

the wirelength computed using the methodology presented in [36, 72].

The skew distributions for IBM R1-R5 benchmark circuits are plotted for the

bounded skew constraint implementation with SUB = 3.5% (of the total clock pe-
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Table 4.1: Skew (as a % of total clock) and tapping wirelength results for wire snaking
based methodology compared with the traditional methodology.

Benchmark Traditional [36, 72] Perfect Skew Practical Skew
Circuit Skew Skewzero WL increase Skewprac WL increase

R1 5.00% 0.00% 135.11% 3.50% 1.37%
R2 5.00% 0.00% 127.68% 3.50% 1.23%
R3 5.56% 0.00% 138.08% 3.50% 1.49%
R4 5.28% 0.00% 134.19% 3.50% 0.96%
R5 5.56% 0.00% 133.71% 3.50% 1.22%

Average 5.28% 0.00% 133.75% 3.50% 1.25%

riod) in Fig. 4.4. In Table 4.1, the wirelength increase required for practical skew

and the ideal skew results obtained are compared with the skew and wirelength com-

puted using the methodology in [36, 72]. The average skew variation observed using

the methodology presented in [36, 72] is 5.28% (of the total clock). For an ideal

skew implementation, a wirelength increase of 133.75% is observed on average, when

compared to the wirelength computed in the methodology presented in [36, 72]. The

increase in the total wirelength is very high. However, the advantage is that an ideal

skew (0.00% skew of the total clock) implementation is possible. For a more prac-

tical skew implementation, a skew of 3.50% is chosen. With this methodology, the

wirelength increase is minimal at approximately 1.25% on average. Hence, by using

the bounded skew constraint methodology, the skew variation can be reduced from

5.28% to 3.50%, with a minimal increase in the total tapping wirelength (around

1.25%).

4.1.5 Summary

In this section, the effects of design simplification in devising an automation

scheme for the resonant rotary clocking are analyzed. The results of skew analy-

sis are used in designing a bounded skew constraint methodology to reduce the skew
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(a) R1 (b) R2

(c) R3 (d) R4

(e) R5

Figure 4.4: Distribution of skew mismatch for R1- R5 circuits using a 3.5% bounded
skew constraint.

mismatch in rotary clocking. With the experiments performed on the IBM R1-R5

benchmark circuits, it is observed that with a practical skew bound, the skew mis-

match can be reduced from 5.28% to 3.5%, with a minimal increase of 1.25% in the

total tapping wirelength.
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4.2 Analysis, Design and Simulation of Capacitive Load Balanced Rotary

Oscillatory Array

The rotary clocking technology provides constant magnitude clock signals with

varying phase. Due to the “traveling” (varying phase) nature of the clock signal, the

distribution of the rotary clock on the Rotary Oscillatory Array (ROA) distribution

network features non-zero clock skew operation. The non-zero clock skew has the

added advantage of 30% higher clock frequencies on average [75]. The tapping of

registers on to the ROA network to satisfy the non-zero clock skew requirements,

however, might degrade the capacitive balance of the rotary rings. The capacitive load

distribution is an integral part of the operation of rotary clocking technology due to

its implications on clock resonance. The majority of previous work on rotary clocking

deal with the unique timing properties of this technology [36, 70–73]. However, there

is no published design automation work on the capacitance analysis and balancing

for the rotary clocking technology. Towards this end:

1. The effects of unbalanced capacitance distribution on the clock frequencies of

the rings of ROA are analyzed using SPICE simulations,

2. A novel scheme called OCLB (optimal capacitive load balancing) is proposed for

the rotary rings of the ROA,

3. A practical scheme called SOCLB (suboptimal capacitive load balancing) is pro-

posed with the objective of reducing the overall wirelength of OCLB,

4. SPICE simulations are performed for both OCLB and SOCLB, and the resultant

clock waveforms are presented.

The effect of unbalanced capacitive load on the clock frequencies is demonstrated

using SPICE simulations in Section 4.2.1. The proposed OCLB methodology with the
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experimental results is presented in Section 4.2.2. In Section 4.2.3, SOCLB methodol-

ogy is presented. The section is summarized in Section 4.2.4.

4.2.1 Effects of Unbalanced Capacitive Load

The stability of the rotary operational frequency fosc is partially characterized by

the capacitive load distribution on each ring of the rotary oscillatory array. The oper-

ating frequency of a rotary ring depends on the device parameters as shown in (2.3).

The inductance of the rotary ring depends primarily on the interconnect geometry

and is identical for each ROA ring. The capacitance for the rotary ring is composed of

four (4) different components as explained in (2.5) and Cinv and Cring are identical for

each ROA ring. Creg and Cwire depend on the number of registers connected to each

ring as well as their physical proximity to the ring. SPICE simulations are performed

to observe the effects of an unbalanced capacitance distribution on the frequency of

the rotary rings of the ROA.

Alternative SPICE models for rotary clocking have been proposed in [18, 19],

which accurately capture the transmission line behavior. However, the variation in

the capacitive load across the rings of the ROA, and the effects of such a variation

on the frequency of the rings are not addressed by the previous work in [17–19, 72].

Towards this end, a SPICE model is created in order to develop an accurate simulation

model for rotary clocking. The existing U-element from HSPICE is used to model the

lossy transmission line [56], however, with the modified SPICE netlist to incorporate

the capacitive load variation across the rotary rings due to changing Cwire.

The circuit is setup in SPICE to display five (5) of the ROA rings of a relatively

slow frequency for rotary clocking. In this demonstrative setup, the total capacitance

on each of the five (5) rings is varied in order to simulate the unbalanced capacitive

load distribution. For the five (5) selected rotary rings Ring1, Ring2, Ring3, Ring4
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Figure 4.5: SPICE simulations for unbalanced capacitance distribution on the five (5)
rings of the ROA resulting in a frequency variation of 30.31%.
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and Ring5, the total capacitance loads of 10 pF , 20 pF , 30 pF , 40 pF and 50 pF , are

modeled respectively. The total capacitance of each ring is uniformly distributed to

the tapping points within the corresponding ring. The clock waveforms observed for

this setup are shown in Fig. 4.5. Across the different rings of the ROA, a maximum

variation of 30.31% in frequency is observed from 1.281 GHz to 1.838 GHz. Note

that, in addition to the unmatched frequencies, the oscillations are not very stable due

to the high capacitance imbalance across the rings of the ROA. When the synchronous

components are connected to different rotary rings and different tapping points on

the rotary ring—in order to satisfy the skew requirements—similar variations might

occur.

4.2.2 Capacitive Load Balancing On ROA

As shown in Section 4.2.1, the unbalanced capacitance distribution across the ro-

tary rings causes very poor oscillation characteristics, which renders rotary clocking

impractical for high frequency implementations. Hence, to obtain a stable operat-

ing frequency of the rotary ring, the capacitive load should be balanced across the

ROA. Towards this end, Problem OCLB for the optimal capacitive load balancing is

formulated in Section 4.2.2.1, and the experimental results for Problem OCLB are

presented in Section 4.2.2.2.

4.2.2.1 Problem OCLB: Optimal Capacitive Load Balancing

Consider i number of registers synchronized by j number of rotary rings on the

ROA. For a capacitive balanced implementation, each register needs to be assigned to

a rotary ring in the ROA depending on the capacitive cost. The capacitive cost of each

tapping wire reflects the capacitive load of such tapping, computed by considering the

register input capacitance
∑
Creg and the tapping wirelength capacitance

∑
Cwire.

For each register i, the capacitive cost of connecting to a ring j is computed by iden-
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Minimize k

Subject to
∑

i

ci,jxi,j = pj ∀ j

∑
j

xi,j = 1 ∀ i ∈ {0, ...M}

|pj1 − pj2| ≤ k ∀ j1, j2 ∈ {0, ...N}

xi,j ∈ {0, 1} ∀ i, j

Figure 4.6: ILP formulation for Problem OCLB.

tifying the tapping location on each ring j to satisfy the skew mismatch minimization

objective. As each register will be connected to one ring only, one of the possible j

capacitive costs need to be selected so as to maintain the total capacitive load balance

between each ring on the ROA.

The Problem OCLB is formulated as an integer linear programming (ILP) problem

as shown in Fig. 4.6. The objective of Problem OCLB is to minimize k, the difference

in capacitive loading across rotary rings on the ROA. The cost ci,j is the tapping

cost of connecting register i to ring j. The binary variables xi,j denote register i

connecting to ring j. First set of constraints are defined for each ring j, where pj is

the total capacitive cost on ring j. The second set of constraints are defined for each

register, where the summation guarantees that each register is connected to only one

ring. The third set of constraints are defined for each pair of rings j1 and j2, where k

is the difference in the capacitive costs of each ring that is being minimized by the

objective function. In a circuit with M registers and N rings, there are MN number

of binary variables and M +N +
(

M
2

)
number of constraints.
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4.2.2.2 Experimental Results for OCLB

The ring perimeter is fixed to Pr based on the frequency fr, which is selected

as 1.8 GHz. The test data are the IBM R1-R5 benchmark circuits Based on fr and

the floorplan, the benchmark circuits R1, R2, R3, R4 and R5 are partitioned into ROA

grid sizes (5×5), (6×6), (7×7), (9×9) and (10×10), respectively. Note that, the R1-R5

benchmark circuits use a generic distance unit. Thus, the same generic unit is used

here to represent the wirelengths. However, the distances are appropriately scaled

down in order to incorporate the physical dimensions of the wires and transmission

lines in the SPICE simulation models for target frequencies. Input capacitance for the

synchronous components and per unit capacitance of the tapping wires are obtained

from the R1-R5 benchmark circuits. To facilitate the non-zero skew implementation,

phase values—ranging from 0◦ to 360◦—are randomly generated for the register sinks

in the benchmark circuit files. The integer linear programming problem formulated

for Problem OCLB is solved using a commercial mixed integer programming solver

CPLEX [51].

For OCLB, experiments are performed to demonstrate the maximum capacitive load

balanced implementation. The results are tabulated in Table 4.2, demonstrating the

ROA grid size, number of integer variables on the formulation, the capacitance varia-

tion for unbalanced capacitance distribution and for optimal capacitance balance for

the non-zero clock skew implementation, improvement in capacitance balancing and

the corresponding run times. The capacitance variation across the ROAs of the R1-R5

benchmark circuits ranges from 5.70 pF and 17.13 pF . The optimal capacitance bal-

ance k (between each ROA ring) is between 2.21 pF and 5.76 pF . Thus, on average

3.73X improvement in capacitance balancing is achievable using OCLB. The optimal

capacitive balance is demonstrated in Fig. 4.7 for the 25 (5× 5) rings of the ROA on

the benchmark circuit R1. The capacitive load balance between each ring is visible
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Table 4.2: Results for OCLB formulation.

Benchmark Grid # of integer
variables

Run time
(sec)

Capacitance variation k (pF ) Improvement
in k

w/o balancing with OCLB

R1 5× 5 6675 1 5.70 2.21 2.58X
R2 6× 6 21528 3 14.59 2.29 6.37X
R3 7× 7 42238 11 10.35 3.46 2.99X
R4 9× 9 154143 87 14.79 3.96 3.74X
R5 10× 10 310100 198 17.13 5.76 2.97X

with a maximum difference of k = 2.21 pF . The drawback of OCLB is the excessive

wirelength used to adhere the optimal capacitive load balance, by tapping some reg-

isters to distant tapping points and distant rings. Due to this potentially excessive

wirelength, however, the total capacitive load also is high (286.49 pF ).

Figure 4.7: Capacitance distribution of R1 on a 5 × 5 grid with proposed OCLB for-
mulation. The total capacitance is 286.49 pF .
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Figure 4.8: SPICE simulation results for OCLB formulation. Frequency variation by
0.30% for the capacitance imbalance of k = 2.21 for R1 circuit.
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SPICE simulations are performed for the ROA implementation computed by OCLB

in order to observe the improvement in oscillation characteristics. The circuit is setup

in SPICE to display five (5) of the ROA rings similar to the setup for the unbalanced

capacitance distribution case in Section 4.2.1. In this setup, the capacitance values

obtained from the OCLB analysis (from Fig. 4.7) are incorporated in the SPICE netlist.

The maximum capacitive imbalance of k = 2.21 is used in the setup in order to

investigate the variation in frequency across the five rings of the ROA. The resultant

waveforms are shown in Fig. 4.8. It is observed that the frequency is relatively

constant across the different rotary rings of the ROA. A maximum frequency variation

of 0.30% is observed across the five (5) rings of the ROA. This frequency variation

of 0.30% is superior when compared to the 30.31% frequency mismatch observed in

the results of the simulations for the unbalanced capacitance case. The frequency

magnitudes are not directly comparable, as the total capacitive loads in unbalanced

capacitance case and the OCLB problem solutions are different.

4.2.3 Minimizing Wirelength Across Capacitance Balanced ROA

One drawback of OCLB, is the potentially excessive wirelengths obtained for the

optimal capacitance balanced solution. To address the excessive wirelength problem,

methodology SOCLB is developed in Section 4.2.3.1 and the experimental results are

presented in Section 4.2.3.2.

4.2.3.1 SOCLB: Sub-optimal Capacitive Load Balancing for Minimum Tap-

ping Wirelength

A more practical approach for a capacitance balanced ROA is to keep the capaci-

tive balance difference under a predetermined upper bound for robust oscillation while

minimizing the overall tapping wirelength. In practice, the upper bound depends on
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Minimize
∑

i

ci,jxi,j

Subject to
∑

i

ci,jxi,j = pj ∀ j

∑
j

xi,j = 1 ∀ i ∈ {0, ...M}

|pj1 − pj2| ≤ kUB ∀ j1, j2 ∈ {0, ...N}

xi,j ∈ {0, 1} ∀ i, j

Figure 4.9: ILP formulation for SOCLB.

the manufacturing technology and the level of frequency mismatch tolerable by the

design. In experimentation, an upper bound based on the solution of OCLB is selected

for simplicity.

This optimization problem, labeled SOCLB, is modeled as an integer linear pro-

gramming (ILP) as shown in Fig. 4.9. The objective is minimizing the total capaci-

tive balancing load on each ring of the ROA. The first and second set of constraints

are defined similar to OCLB. In the third set of constraints, the capacitance balance

mismatch between each ring is set to be bounded by the upper bound kUB. Similar

to OCLB, SOCLB has MN binary variables and M +N +
(

M
2

)
constraints for a circuit

with M registers and N rings.

4.2.3.2 Experimental Results for SOCLB

For SOCLB, the experiments are performed to demonstrate the proposed practical

implementation of minimal total wirelength for a capacitance balanced (with an upper

bound) solution. The practical bound on capacitive balancing is set to twice the

optimal value presented in Table 4.2 for each circuit. The results are tabulated

in Table 4.3, demonstrating the capacitive difference k for both OCLB and SOCLB
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Table 4.3: Wirelength improvement for SOCLB methodology.

Benchmark Capacitance varia-
tion k for OCLB (pF )

Capacitance varia-
tion k for SOCLB (pF )

Wirelength improvement
for SOCLB over OCLB

R1 2.21 4.42 62.55%
R2 2.29 4.58 65.24%
R3 3.46 6.92 66.05%
R4 3.96 7.92 74.77%
R5 5.76 11.52 77.59%

Average — — 69.24%

Figure 4.10: Capacitance distribution of R1 on a 5× 5 grid with the proposed SOCLB

formulation. The total capacitance is 116.27 pF .

and the improvements in the total tapping wirelength. The average improvement in

the tapping wirelength for the sub-optimally capacitive balanced circuits is 69.24%.

Thus, by sacrificing some capacitive balance (while maintaining enough for robust

operation), excessive wirelengths are prevented. Finally, the capacitive balance is

demonstrated in Fig. 4.10 for the 25 (5 × 5) rings of the ROA on the benchmark

circuit R1.
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Next, SPICE simulations are performed for SOCLB. The circuit is setup in SPICE

to display five (5) of the rotary rings corresponding to R1 benchmark circuit, similar to

the setup for OCLB. In this setup, the capacitance values obtained from the SOCLB anal-

ysis (from Fig. 4.10) are incorporated in the SPICE netlist. The maximum capacitive

imbalance for the R1 benchmark circuit—k = 4.42—is used in order to investigate the

variation in frequency across the five rings of the sample ROA. The resultant wave-

forms are shown in Fig. 4.11. A maximum frequency variation of 2.40% is observed

across the five (5) rings of the ROA. Frequency variation of 2.40% is observed which

is degraded over 0.3% of OCLB but significantly improved over the 30.31% variation

of the unbalanced case.

4.2.4 Summary

In this section, it is shown using SPICE simulations that the unbalanced capacitive

loading has a detrimental effect on the oscillation frequency. To prevent a design with

the capacitive load imbalance, two novel capacitive balancing methodologies (OCLB

and SOCLB) are devised. The devised methodologies provide the robust operation of

the rotary clock on the conventional ROA topology. SPICE simulations are performed

verifying the robust oscillation characteristics of the rings of the ROA in limiting the

frequency variation to 0.30% and 2.40% as compared to 30.31% in the unbalanced

case. SOCLB is proposed as a practical implementation of the capacitive balancing

scheme, which leads to a wirelength improvement of approximately 69.24% over the

results of optimal OCLB formulation for a frequency variation of only 2.40%.
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Figure 4.11: SPICE simulation results for SOCLB. Frequency variation by 2.40% for
the capacitance imbalance of k = 4.42 for R1 circuit.
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4.3 Skew-Aware Capacitive Load Balancing for Low-Power Zero Clock

Skew Rotary Oscillatory Array

One of the differentiating properties of rotary clocking is non-zero clock skew

operation due to the “traveling” nature of the clock signal on the Rotary Oscillatory

Array (ROA) distribution network. It is shown in Section 3.2, that the traveling

nature of the clock signal does not necessitate a non-zero clock skew implementation

and that zero clock skew circuits can be efficiently implemented with rotary clocking.

However, in 3.2, the requirement of balanced capacitive load is ignored. The capacitive

load balance is identified as an integral part of operation for the rotary clocking due

to the implications on clock resonance.

The International Technology Roadmap for Semiconductors (ITRS) predicts that

the clock skew in modern circuits can dominate up to 10% of the clock cycle [90]. With

the high clock frequencies, the percentage of the clock cycle dominated by the clock

skew further increases. Towards this end, a bounded skew constraint implementation

is desired for high-frequency zero clock skew rotary oscillatory arrays presented in 3.2.

In Section 4.1, a bounded skew constraint methodology is proposed for non-zero

clock skew circuits. However, the capacitive load balancing is ignored. In Section4.2,

capacitive balancing is addressed for non-zero clock skew circuits, however, the skew

mismatch is neglected. Further, there is no methodology proposed in literature for

simultaneous skew-control and capacitance-balancing for rotary clocking. Towards

this end, two techniques are proposed in order to mitigate the unbalanced capacitive

load problem while simultaneously controlling the skew for zero-skew synchronization

with rotary clocking. The first method is proposed to achieve an optimal capacitive

load balance between the rings with a bounded skew, at the expense of tapping

wirelength. The second method trades off the optimality of the capacitive load balance

with a practical limitation on the tapping wirelength. Both methods limit the clock
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skew simultaneously with capacitive load balancing for a high frequency, low jitter

and low skew operation.

In Section 4.3.1, the motivation for skew control and capacitive balancing is pre-

sented. In Section 4.3.2, the proposed methodologies are presented. In Section 4.3.3,

experimental results on IBM R1-R5 circuits are shown. In Section 4.3.4, the work is

summarized.

4.3.1 Motivation

A methodology for zero clock skew synchronization with rotary clocking technol-

ogy (ZCS) is presented in Section 3.2. ZCS builds a design automation framework to

connect zero-skew registers to the rotary rings of an ROA such that the wirelength

is minimal. Note that in ZCS, there exists a skew mismatch due to the minimal

wirelength constraint employed while connecting registers to the rings of the ROA.

The skew mismatch resulted with the ZCS methodology is analyzed and a need for a

controllable skew mechanism is identified.

To analyze the skew mismatch in ZCS, the ROA topology is implemented to draw

rotary rings for a given frequency fosc on the IBM R1 to R5 benchmark circuits (with

the methodology adopted in [37]). Based on the equation (2.3), the ring perimeter is

fixed to Rperi, corresponding to the frequency fosc. For each rotary ring, the perime-

ter Rperi is kept constant so as to maintain the constant frequency. The grid size

of the ROA topology is determined based on the perimeter Rperi and the placement

information (x, y) for each register. For example, the IBM benchmark circuit R1 is

partitioned into 5 × 5 grids depending on the size of the circuit and the perimeter

computed for a frequency of fosc = 1.8 GHz of a rotary-clock synchronized circuit.

The skew mismatch in ZCS is presented in Table 4.4. Note that, the average skew

mismatch of 6.55% is observed for the R1-R5 benchmark circuits. These skew val-
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Table 4.4: Skew mismatch results with ZCS.

Benchmark Grid # of registers Skew (as a % of clock)

R1 5× 5 267 6.11%
R2 6× 6 598 6.67%
R3 7× 7 862 6.38%
R4 9× 9 1903 6.67%
R5 10× 10 3101 6.94%

Average – – 6.55%

Figure 4.12: Capacitance distribution of R1 on a 5×5 ROA grid with zero clock skew
synchronization (ZCS). The total capacitance is 238.480 pF .

ues further increase with increase in frequency. Hence a skew-control mechanism is

necessary for rotary clocking.

Note that in addition to the skew mismatch, the ZCS methodology might lead to

an uneven distribution of registers—thus capacitive load—to the ROA rings. To this

end, it is identified that such an uneven capacitance distribution affects the frequency

and the stability of the rotary signals as follows.

In Fig. 4.12, the capacitive load imbalance is demonstrated for the 25 (5×5) rings

of the ROA on the benchmark circuit R1, when R1 is synchronized by the ZCS method-
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ology. The capacitive imbalance for the R1 circuit (of the IBM R1-R5 benchmark cir-

cuits) is k = 15.490 pF , which represents the difference between the heaviest and the

lightest loaded ring. Similar analysis is performed for all the IBM R1-R5 benchmark

circuits and capacitance variations of k = 15.490 pF , 13.514 pF , 9.772 pF , 15.177 pF ,

16.671 pF are observed, respectively. For reference, note that the input capacitance

of the smallest register is 0.033 pF . The total capacitive load of the circuit after

employing ZCS is 238.480 pF .

SPICE simulations are performed with the ZCS methodology to display the insta-

bility in clock waveforms. A SPICE model is created in order to develop an accurate

simulation model for the rotary clocking technology similar to [18, 19]. Towards this

end, the U-element from HSPICE is used to model the lossy transmission line [56] and

the capacitive load variation across the rotary rings computed by ZCS is incorporated

into the netlist. Note that, the capacitive loads are shown in Fig. 4.12, with a maxi-

mum imbalance of k = 15.490 pF . The SPICE waveforms of five (5) of the 25 rings

are shown in Fig. 4.13, which are representative of the capacitive load distribution

of the ROA. Across the different rings of the ROA, a maximum variation of 10.14%

in frequency is observed from 1.4712 GHz to 1.6373 GHz. Note that, in addition

to the unmatched frequencies, the oscillations are not very stable due to the high

capacitance imbalance across the ROA. Hence, despite the minimal skew mismatch,

the capacitive load imbalance causes poor oscillation characteristics, which renders

the ZCS impractical for high frequency implementations.

To confirm the advantages of capacitance balancing, dummy capacitors are used

to achieve balanced loading across the ROA. A methodology is devised for control-

ling the loading variations by adding dummy capacitive loads to equalize the load

capacitance across the ROA. On each rotary ring a dummy capacitive load is added

such that the total capacitive load on each ring is identical to the highest capaci-
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Figure 4.13: SPICE simulation results for the ZCS methodology on the five (5) rings
of the ROA, resulting in a frequency variation of 10.14% for the capacitance imbalance
of k = 15.490 pF .
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tive load at the rings obtained in ZCS. The waveforms of five (5) of the 25 rings are

shown in Fig. 4.14, which are representative of the equal capacitive load distribu-

tion of the ROA due to the added dummy capacitances. Across the different rings of

the ROA, a maximum variation of 0.59% in frequency is observed from 1.4227 GHz to

1.4311 GHz. Note that, although the capacitive load across the ROA is well balanced

and the frequencies across the rings are relatively constant, the overall load is very

high (approximately 425 pF for R1 a 1.78X increase). The increase in capacitance

causes higher power dissipation as well as reduced operating frequency (1.4227 GHz)

compared to the frequency in ZCS (1.5239 GHz).

4.3.2 Proposed Methodology

The oscillation on the rotary rings of the ROA structure depends on the network

parasitics. The inductance of each ring in the conventional ROA topology is identical.

However, the capacitance not only depends on the ring perimeter but also on the

register loads on each ring. In [71], the number of registers per ring is limited with

an upper bound in an effort to have uniform register distribution on the ROA ring.

Capacitive balancing requires a more comprehensive analysis, however, as the tapping

wires and the inverters contribute to the capacitive load [Cwire and Cinv respectively

in (2.5)]. In addition to the balanced load, it is necessary to maintain the clock skew

within a reasonable bound as well.

Two relevant problem formulations are devised to establish the proposed design

methodology. In Section 4.3.2.1, the optimal capacitive balancing problem with con-

trollable skew is solved for the common ROA implementation. In Section 4.3.2.2, the

optimality constraints of the capacitive balance are replaced by a user-specified upper

bound, in an effect to limit the register tapping wirelength.
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Figure 4.14: SPICE simulation results for the ZCS methodology on the five (5) rings
of the ROA, with dummy capacitances to balance the loads.



90

Minimize k

Subject to
∑

i

ci,jxi,j = pj ∀ j

∑
j

xi,j = 1 ∀ i ∈ {0, ...M}

|pj1 − pj2| ≤ k ∀ j1, j2 ∈ {0, ...N}

si,j ≤ |sUB| ∀ i, j

xi,j ∈ {0, 1} ∀ i, j

Figure 4.15: MIP formulation for SkCLB.

4.3.2.1 SkCLB: Skew Aware Capacitive Load Balancing on ROA

The skew aware capacitive load balancing problem is formulated as a mixed integer

programming (MIP) problem as shown in Fig. 4.15. The objective is to minimize k,

the difference in capacitive loading across rotary rings on the ROA. Consider regis-

ter i synchronized with ring j on the ROA. For a capacitive balanced implementation,

each register needs to be assigned to a rotary ring in the ROA depending on the ca-

pacitance cost. Capacitive cost of each tapping wire reflects the capacitive load of

such tapping computed by considering the register input capacitance Creg and the

tapping wirelength capacitance Cwire. For each register i, the capacitive cost of con-

necting to a ring j is computed by identifying the tapping location on each ring j to

satisfy the skew mismatch minimization objective. The cost ci,j is the tapping cost

of connecting register i to ring j. Note that, as each register will be connected to one

ring only, one of the possible j capacitive costs need to be selected so as to maintain

the total capacitive balance between each ring on the ROA. The binary variables xi,j

denote register i connecting to ring j. First set of constraints are defined for each
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ring j, where pj is the total capacitive cost on ring j. The second set of constraints

are defined for each register, where the summation guarantees that each register is

connected to only one ring. The third set of constraints are defined for each pair of

rings j1 and j2, where k is the difference in the capacitive costs of each ring that is

being minimized by the objective function. The fourth set of constraints are defined

for each register to keep the clock skew within a bound sUB, where si,j is the skew

resulted in connecting register i to ring j. In a circuit with M registers and N rings,

there are MN number of binary variables and M +N +
(

M
2

)
number of constraints.

4.3.2.2 ZCSCLB: Zero Clock Skew Synchronization with Capacitance Bal-

anced ROA

A drawback of SkCLB methodology is the potentially excessive wirelength ob-

tained for the optimal capacitance balanced solution. The overall tapping wirelength

is integral to low-power operation and reduced routing congestion. A more practical

approach to zero clock skew synchronization with capacitive load balanced rotary

oscillatory array is to keep the difference in the capacitive load balance under a pre-

determined upper bound in addition to the bounded skew for robust oscillation while

minimizing the overall tapping wirelength. In practice, the upper bound is dependent

on the manufacturing technology and the level of frequency variation tolerable by the

design.

This optimization problem, labeled ZCSCLB, is modeled as a mixed integer pro-

gramming (MIP) problem shown in Fig. 4.16. The objective is minimizing the total

capacitive balancing load on each ring of the ROA. The first and second set of con-

straints are defined similar to SkCLB. In the third set of constraints, the capacitive

load imbalance between each ring is set to be bounded by the upper bound kUB.

The fourth set of constraints are for bounded skew implementation similar to SkCLB.
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Minimize
∑

i

ci,jxi,j

Subject to
∑

i

ci,jxi,j = pj ∀ j

∑
j

xi,j = 1 ∀ i ∈ {0, ...M}

|pj1 − pj2| ≤ kUB ∀ j1, j2 ∈ {0, ...N}

si,j ≤ |sUB| ∀ i, j

xi,j ∈ {0, 1} ∀ i, j

Figure 4.16: MIP formulation for ZCSCLB.

Similar to SkCLB, ZCSCLB has MN binary variables and M +N +
(

M
2

)
constraints for

a circuit with M registers and N rings.

4.3.2.3 Power Analysis

One of the main characteristics of the rotary oscillators is the charge recovery prop-

erty. The rotary oscillators store the energy in the inductors during the discharging

stage so that the stored energy can be re-circulated during the charging stage–thus

minimizing the dynamic power consumption. Hence, the power dissipation in the

rotary oscillators is mainly the static power due to the resistance of the transmission

line interconnects. The overall power dissipation with the rotary oscillators can be

estimated:

Ptotal = Pring + Pwire, (4.4)

where Pring and Pwire are the power dissipated on the rotary ring and the power

dissipation due to the capacitive loads exhibited by the tapping wires, respectively.
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Pring is estimated as:

Pring = Ptra + Pinv, (4.5)

where Ptra and Pinv are the power dissipated due to the transmission line parasitics

and the inverter pairs, respectively. The static power (Ptra) dissipated due to the

transmission line interconnects is further expressed as:

Ptra =
VDD

2

Z2
0

Rl, (4.6)

where VDD is the power supply voltage, Rl is the total resistance of the rotary ring

interconnects, and Z0 is the transmission line impedance. Z0 is approximated as:

Z0 =

√
Ll

Cl

. (4.7)

4.3.3 Experimental Results

The test data are the IBM R1-R5 benchmark circuits [91] which have a number

of clock sinks ranging from 267 to 3101. The benchmark circuits R1, R2, R3, R4

and R5 are partitioned into ROA grid sizes (5 × 5), (6 × 6), (7 × 7), (9 × 9) and

(10 × 10), respectively, based on the selected frequency fr and the floorplan. In

experiments, to illustrate the zero-skew implementation, each register in the R1-R5

benchmark files is assigned with the identical clock phase of 0◦. The integer linear

programming problems formulated for SkCLB and ZCSCLB are solved using a com-

mercial solver CPLEX [51]. The results for the SkCLB and ZCSCLB methodologies

are presented in Section 4.3.3.1 and Section 4.3.3.2, respectively. The results for the

power analysis is presented in Section 4.3.3.3.
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Table 4.5: Skew aware capacitive balancing results (SkCLB).

Bench
mark

Grid Variables Run
time (s)

Cap variation k (pF ) Improvement Skew variation

ZCS SkCLB ZCS SkCLB

R1 5× 5 6675 1 15.490 1.296 11.95X 6.11% 2.77%
R2 6× 6 21528 4 13.514 3.027 4.46X 6.67% 2.77%
R3 7× 7 42238 8 9.772 2.827 3.46X 6.38% 3.05%
R4 9× 9 154143 83 15.177 5.120 2.96X 6.67% 3.05%
R5 10×10 310100 178 16.671 3.173 5.25X 6.94% 2.77%
Average – – – – – 5.62X 6.55% 2.88%

4.3.3.1 SkCLB Results

For SkCLB, experiments are performed to demonstrate the maximum capacitance

load balanced implementation. The skew upperbound sUB is set to 3.5% of the total

clock cycle. The results are tabulated in Table 4.5, demonstrating the ROA grid size,

number of integer variables on the formulation, the run time, the capacitance varia-

tion for unbalanced capacitance distribution and for optimal capacitance balance for

the zero clock skew implementations, improvement in capacitance balance and skew

variations for ZCS and for SkCLB. The capacitance variation across the ROA for R1-R5

benchmark circuits varies from 9.772 pF and 16.671 pF . The optimal capacitance bal-

ance k (between each ROA ring) is between 1.296 pF and 5.120 pF . Thus, on average

5.62X improvement in capacitance balancing is observed using SkCLB. The average

skew variations for ZCS and SkCLB are 6.55% and 2.88% of the total clock period,

respectively. Thus on average 3.67% skew improvement is observed using SkCLB. The

capacitive balance is demonstrated in Fig. 4.17 for the 25 (5×5) rings of the ROA on

the benchmark circuit R1. The capacitance load balance between each ring is visible

with a maximum difference of k = 1.296 pF . The drawback of SkCLB is the excessive

wirelength used to adhere the optimal capacitive load balance, by tapping some regis-

ters to distant tapping points. Due to this potentially excessive wirelength, however,
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Figure 4.17: Capacitance distribution of R1 on a 5 × 5 ROA grid with SkCLB. The
total capacitance is 260.060 pF .

the total capacitance load of the circuit is increased to 260.060 pF (from 238.480 pF

of ZCS formulation in Section 3.2).

A perfectly balanced capacitive load across the ROA can be obtained by using

dummy capacitive loads as well. This methodology is explained in Section 4.3.1. The

simulations performed using HSPICE (Fig. 4.14) demonstrate the effect of balanced

load resulting in negligible (0.59%) frequency variations across the ROA. However,

this technique is limited in effectiveness due to the overall increase in the capaci-

tance (from 238.480 pF to 425.000 pF for R1) resulting in reduced frequency and

increased power dissipation.

SPICE simulations are performed for SkCLB in order to observe the improvement

in oscillation characteristics. The circuit is setup in SPICE to display five (5) of the

ROA rings similar to the setup explained in Section 4.3.1. In this setup, the capaci-

tance values obtained from the SkCLB analysis (from Fig. 4.17) are incorporated in
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Figure 4.18: SPICE simulation results for the SkCLB formulation. Frequency variation
is 2.12% for the capacitance imbalance of k = 1.296 pF on R1 circuit.
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Table 4.6: Normalized tapping wirelength and skew comparison using SkCLB

and ZCSCLB.

Benchmark Wirelength Skew
ZCS SkCLB ZCSCLB SkCLB ZCSCLB

R1 1X 4.35X 2.46X 2.77% 2.77%
R2 1X 5.33X 2.27X 2.77% 2.22%
R3 1X 6.05X 2.47X 2.77% 3.05%
R4 1X 7.17X 2.62X 3.05% 2.50%
R5 1X 8.23X 2.31X 3.05% 2.50%

Average 1X 6.23X 2.43X 2.88% 2.61%

the SPICE netlist with a maximum capacitive imbalance of k = 1.296 pF . The resul-

tant waveforms are shown in Fig. 4.18. It is observed that the frequency is relatively

constant across the different rotary rings of the ROA. A maximum frequency varia-

tion of 2.12% is observed across the rings of the ROA compared to 10.14% for ZCS.

The absolute frequency figures are not directly comparable, as the total capacitive

loads ZCS and SkCLB problem solutions are different.

4.3.3.2 ZCSCLB Results

For ZCSCLB formulation, the experiments are performed to demonstrate the pro-

posed practical implementation of minimal total wirelength for a capacitance bal-

anced (with an upper bound) solution. The practical bound on capacitive balancing

is set to twice the optimal value presented in Table 4.5 for simplicity. In applica-

tion, this bound can be selected based on the desired operating frequency. The skew

upperbound sUB is set to 3.5% of the total clock period. The results are tabulated

in Table 4.6, demonstrating the relative tapping wirelengths (normalized with ZCS

wirelength) and skew variations for both SkCLB and ZCSCLB. The average total wire-

length using the ZCSCLB technique is 2.43X compared to 6.23X in SkCLB.
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Figure 4.19: Capacitance distribution of R1 on a 5 × 5 ROA grid with ZCSCLB. The
total capacitance is 145.490 pF .

The average clock skew variation using ZCSCLB is 2.61% of the total clock cycle.

Thus, by sacrificing some capacitive balance (while maintaining enough for robust

operation), excessive wirelengths are prevented. Finally, the capacitive load balance

is demonstrated in Fig. 4.19 for the 25 (5× 5) rings on the benchmark circuit R1.

Next, SPICE simulations are performed for the ZCSCLB formulation. The cir-

cuit is setup in SPICE to display five (5) of the rotary rings similar to the setup

for SkCLB. In this setup, the capacitance values obtained from the ZCSCLB analy-

sis (Fig. 4.19) are incorporated in the SPICE netlist with a maximum capacitive

imbalance of k = 2.592 pF . The resultant waveforms are shown in Fig. 4.20. A

maximum frequency variation of 3.62% is observed across the rings of the ROA. The

frequency variation in the simulation results of the ZCSCLB is small (3.62%) compared

to the frequency variation observed in the simulations for the ZCS (10.14%), due to

a relatively balanced capacitance load on the different rings of the ROA in ZCSCLB.
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Figure 4.20: SPICE simulation results for the ZCSCLB formulation. Frequency varia-
tion is 3.62% for the capacitance imbalance of k = 2.592 pF on R1 circuit.
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In ZCS, due to the highest imbalance in the capacitance distribution across the

rings of the ROA, the frequency variation is maximum (10.14%). The SkCLB method-

ology, gives minimum frequency variation (2.12%) across the rings due to a very well

balanced capacitance distribution. However, in balancing the capacitive loads across

the rings, the total tapping wirelength increases by 6.23X on average. In ZCSCLB, a

more practical approach for the capacitive balancing is used. The wirelength obtained

is 2.43X compared to 6.23X for the CLB formulation. Also, the frequency variation

is relatively less (around 3.62%), due to a relatively balanced capacitive load across

the rings of the ROA. The ZCSCLB technique is proposed as a blueprint for practical

application of rotary clock synchronization.

4.3.3.3 Power Analysis Results

The power dissipated is measured using SPICE simulations. Rotary ring is simu-

lated in SPICE using the U-models incorporating the transmission line parasitics. The

inverters are modeled in a 180 nm technology. The IBM R1-R5 benchmark circuits

are used to model the register load and the wire capacitance. Note that, Pring and

Preg are identical for ZCS, SkCLB, and ZCSCLB rotary implementation methodologies

across R1-R5 circuits. However, overall power dissipation is different for the proposed

methodologies due to the variation in the capacitive loading across the rotary ring.

The power dissipation is tabulated in Table 4.7. Note that for R1-R5 circuits, the

power dissipation with the SkCLB and ZCSCLB methodologies are within ±1.5% of the

power dissipated with the ZCS methodology.

4.3.4 Summary

In this section, the need for simultaneous skew control and capacitive load bal-

ancing on the rings of the ROA are identified. Two (2) methodologies for skew-
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Table 4.7: Power dissipation results.

Benchmark ZCS (w) SkCLB (w) ZCSCLB (w)

R1 0.2168 0.2276 0.2279
R2 0.2180 0.2195 0.2208
R3 0.2181 0.2294 0.2290
R4 0.2179 0.2206 0.2199
R5 0.2261 0.2269 0.2265

control and capacitive-balancing are devised for the timing closure and robust op-

eration of the rotary oscillatory array (ROA) topology. Experiments performed on

the IBM R1-R5 benchmark circuits show a 5.62X improvement in capacitive load

balance and a 3.67% improvement in clock skew. SPICE simulations are performed

verifying the frequency variations of 2.12% and 3.62% across the rings of the ROA,

for the proposed skew-aware optimal (SkCLB) and practical (ZCSCLB) capacitive load

balancing methodologies, respectively. Further, power dissipated with the proposed

methodologies is analyzed using SPICE simulations. Power dissipated with the pro-

posed optimization techniques are within ±1.5% of the power dissipated with the

conventional design automation techniques for rotary synchronization.
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5. Timing Analysis and Optimization for Mobius Implementation of

Resonant Standing Wave Oscillator

A mobius standing wave oscillator (SWO) is first implemented in [19]. Similar to

the rotary wave, the mobius standing wave implementation aids in charge recovery

process, and hence, results in low power dissipation. Further, the mobius standing

wave generated clock signals have uniform phase throughout the ring. However, the

mobius standing wave implementation lacks design automation and timing analysis

methodologies. Other than [19], there is no published work on the mobius imple-

mentation of resonant standing wave oscillator. To this end, the timing analysis and

optimization methodologies presented for rotary clocking (in Chapter 4) are extended

to the mobius standing wave technology as well. In Section 5.1, a design automation

scheme to connect the registers to the SWO technology is presented. In Section 5.2,

a capacitive load balancing methodology for SWO is presented. In Section 5.3, the

skew properties of the SWO are analyzed.

5.1 Design Automation Scheme for SWO

The design automation scheme to synchronize the registers with the SWO tech-

nology is presented with an example in Section 5.1.1. The results of the proposed

design automation scheme are presented and compared with the rotary clocking re-

sults in Section 5.1.2. The summary of the section is presented in Section 5.1.3.

5.1.1 Proposed Methodology

The mobius standing wave topology is implemented to draw rings for a given

frequency fr. The ring perimeter is fixed to Pr corresponding to the frequency fr.
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(a) Rotary clocking topology. (b) Standing wave topology.

Figure 5.1: Registers connecting to rotary ring and standing wave ring implemented
on zero skew circuits.

The grid size for the resonant topologies is determined based on the perimeter Pr and

placement information (x, y) for each register.

Consider a sample circuit of 20 registers preplaced over a square grid as depicted

in Fig. 5.1. A sample ring with the rotary wave topology and the standing wave

topology are shown in Fig. 5.1(a) and Fig. 5.1(b), respectively. For analysis purposes,

consider the registers marked as A and B. In general, all the registers have the same

placement and skew (zero skew) requirements in Fig. 5.1(a) and Fig. 5.1(b).

Consider the standing wave implementation as shown in Fig. 5.1(b). In Fig. 5.1(b),

the clock signal is recovered using clock recovery circuits at S1-S8 connection points.

These are analogous to the tapping points TP1-TP8 in rotary clocking technology as

shown in Fig. 5.1(a). In standing wave technology, the registers are connected to

the closest possible tapping points to minimize the skew mismatch. In Fig 5.1(b),

register A and register B are connected to connection points S2 and S6, respectively.

The tapping wirelengths for registers A and B are 2 units and 4 units, respectively.

In general, let the connection points Sk be distributed uniformly along the rotary



104

ring. Let the minimum wirelength required to connect a register j to the closest

connection point Sk be WLk,j. The total register tapping wirelength in standing

wave implementation is
∑

j

WLk.

For comparison purposes, the clocking technology is implemented as well. In

Fig. 5.1(a), the tapping points TP1-TP8 are identified at uniform distances on the

rotary ring. Due to the “traveling” nature of the wave produced, the tapping points

TP1-TP8 have the phases distributed uniformly between 0◦ and 360◦. This property

of rotary clocking technology necessitates a non-zero skew implementation. However,

phase contributed by the tapping wire is used to synchronize zero skew circuits with

rotary clocking. In rotary clocking technology, depending on the phase contributed

by the tapping wire and the phase available at the tapping point, registers A and B

are connected to those tapping points which result in minimum skew mismatch. In

Fig 5.1(a), register A and register B are connected to tapping points TP3 and TP7,

respectively. The tapping wirelengths for registers A and B are 5 units and 7 units,

respectively. In general, let the tapping points TPi be distributed uniformly along

the rotary ring. Let the wirelength required to connect a register j to a favorable

tapping point TPi be WLi,j. The total register tapping wirelength in rotary clocking

technology implementation is
∑

j

WLi.

5.1.2 Tapping Wirelength Comparison

The clock network design methodologies for the rotary clocking and the mobius

standing wave technology are implemented in C++. These methodologies are tested

on a 2GHz x86 processor with a 1GB RAM. The test data are the IBM R1-R5 bench-

mark circuits. Depending on the placement dimensions and the frequency of the ring,

benchmark circuits R1, R2, R3, R4 and R5 are partitioned into grid sizes (5x5 ), (6x6 ),

(7x7 ), (9x9 ) and (10x10 ), respectively. A mobius strip of a rotary ring or a standing
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wave ring is implemented in each grid with similar dimensions to satisfy the desired

resonant clock frequency fr.

Experiments are carried out to compare the tapping wirelengths for rotary clocking

and mobius standing wave implementations. The experiments are performed for vary-

ing number of tapping (connection) points on the resonant networks to demonstrate

the practical limitations of design (e.g. limited area for clock recovery circuits in the

standing wave). In Table 5.1, tapping wirelength for the rotary wave (
∑

j

WLi) and

tapping wirelength for mobius implementation of standing wave (
∑

j

WLk), tested

on R1-R5 circuits with varying number of tapping points are shown. For R1, R2, R3,

R4 and R5 circuits, tapping wirelengths for standing wave implementations are better

then the tapping wirelengths for rotary clocking implementation by 3.80X, 4.28X,

3.85X, 3.94X and 4.06X, respectively. On average, the tapping wirelength for stand-

ing wave implementation is 3.99X less than the tapping wirelength for rotary clocking

implementation. The results demonstrate that the standing wave technology has an

advantage over the rotary clocking technology in terms of total tapping wirelength,

which comprises a portion (but not all) of the overall power consumption. It is noted

that the higher granularity of connection points leads to reduced wirelength on av-

erage, yet, the granularity depends on the resources (area, power, etc.) available to

accommodate the clock recovery circuits needed at each connection point for standing

wave technology.

5.1.3 Summary

In this section, a design automation scheme for mobius implementation of stand-

ing wave oscillator is presented. A comparative study between the rotary clocking

technology and the mobius standing wave technology is presented with design au-

tomation perspective. It is demonstrated that with zero skew implementation, the
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standing wave technology consumes 3.99X less register tapping wirelength on aver-

age when compared to the rotary clocking technology. With increased granularity of

connection points the tapping wirelength savings in standing wave implementation

increase at the expense of system resources used for the clock recovery circuits at each

connection point.
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5.2 Capacitive Load Balancing for SWO

The stability of operational frequency is partially characterized by the capaci-

tance load distribution on each mobius ring of the standing wave technology imple-

mented on a grid structure (Fig. 2.11) as given in (2.6). The capacitance balancing

requirements are briefed in Section 5.2.1. The capacitance for the mobius ring is

composed of four (4) different components register input capacitance Creg,inverter

capacitance Cinv, the ring transmission line capacitance Cring and the tapping wire

capacitance Cwire, given by:

CT ≈
∑

Creg +
∑

Cinv +
∑

Cring +
∑

Cwire. (5.1)

Similar to the rotary oscillator, the inductance, Cring and Cinv are identical for differ-

ent rings across the mobius standing wave grid. However, the capacitances Creg is de-

fined based on the type and size of the register and the tapping wire capacitance Cwire

depends on the distance between the ring and the registers (e.g. clock sinks). A ca-

pacitive load balancing problem formulation for mobius SWO technology is presented

in Section 5.2.1. The experimental results are presented in Section 5.2.2. The section

is summarized in Section 5.2.3.

5.2.1 Problem Formulation

The standing wave technology provides a constant phase clock signal if the to-

tal capacitance load is uniformly distributed across the rings in the grid structure.

With a change in capacitance, the phase and frequency of the mobius ring generated

clock signals [given by (2.6)] change. Hence, there is a need for a balanced capaci-

tance distribution across the rings of mobius standing wave implementation on a grid

structure.
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Consider i number of registers on the chip area synchronized by j number of

mobius rings on the standing wave implementation. For a capacitive balanced imple-

mentation, each register needs to be assigned to a ring in the grid structure depending

on the capacitance cost. For each register i, the capacitive cost of connecting to a

ring j can be computed by identifying the connection points on each ring j. As each

register will be connected to one ring only, one of the possible j capacitive costs needs

to be selected so as to maintain the total capacitive load balance between each ring

on the grid.

The capacitive load balancing problem is formulated as an integer linear pro-

gramming (ILP) problem as shown in Fig. 5.2. The objective is to minimize k, the

difference in capacitive loading across mobius rings on the grid structure. The cost ci,j

is the tapping cost of connecting register i to ring j, which reflects the capacitive load

of such tapping computed by considering the register input capacitance and the tap-

ping wirelength capacitance. The binary variables xi,j denote register i connecting

to ring j. First set of constraints are defined for each ring j, where pj is the total

capacitive cost on ring j. The second set of constraints are defined for each register,

where the summation guarantees that each register is connected to only one ring.

The third set of constraints are defined for each pair of rings j1 and j2, where k is the

difference in the capacitive costs of each ring that is being minimized by the objective

function. In a circuit with M registers and N rings, there are MN number of binary

variables and M +N +
(

M
2

)
number of constraints.

5.2.2 Capacitive Load Balancing Results for SWO

The clock network design methodology with capacitive load balancing for the

mobius standing wave technology are implemented in C++ and tested on R1-R5

benchmark circuits. Depending on the placement dimensions and the frequency of
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Minimize k

Subject to
∑

i

ci,jxi,j = pj ∀ j

∑
j

xi,j = 1 ∀ i ∈ {0, ...M}

|pj1 − pj2| ≤ k ∀ j1, j2 ∈ {0, ...N}

xi,j ∈ {0, 1} ∀ i, j

Figure 5.2: ILP formulation for capacitive load balancing on SWO.

the ring, benchmark circuits R1, R2, R3, R4 and R5 are partitioned into grid sizes

(5×5), (6×6), (7×7), (9×9), and (10×10), respectively. A mobius strip of standing

wave ring is implemented in each grid with similar dimensions to satisfy the desired

resonant clock frequency fr. Input capacitance for the synchronous components, per

unit resistance and per unit capacitance of the tapping wires are obtained from the

R1-R5 benchmark circuits. The integer linear programming problem formulated is

solved using a commercial mixed integer programming solver CPLEX [51].

For the proposed methodology, experiments are performed to demonstrate the

maximum capacitive load balancing implementation. The results are tabulated in

Table 5.2 demonstrating the grid size, # of integer variables on formulation, the opti-

mal capacitance balance and the corresponding run times. The optimal capacitance

balance k between each ring is between 0.60 pF and 2.44 pF .

In Fig. 5.3, the capacitive load balancing is demonstrated for the 25 (5× 5) rings

of the standing wave technology implementation on the benchmark circuit R1. The

capacitance load balance between each ring is visible with a maximum difference

of k = 0.83 pF . Though capacitive load balancing is a multi-objective problem,

in the current problem formulation, capacitance across the rings is the only metric
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Table 5.2: Capacitive load balancing results.

Benchmark Grid size # of integer variables Optimal k Run time (sec)

R1 5× 5 6675 0.83 1
R2 6× 6 21528 0.60 2
R3 7× 7 42238 0.82 8
R4 9× 9 154143 1.60 63
R5 10× 10 310100 2.44 104

Table 5.3: Capacitance variation for R1-R5 circuits.

Benchmark Grid size # of registers Capacitance variation (pF )
without balancing with balancing

R1 5× 5 267 2.45 0.83
R2 6× 6 598 5.11 0.60
R3 7× 7 862 4.40 0.82
R4 9× 9 1903 6.18 1.60
R5 10× 10 3101 6.39 2.44

considered. The wirelengths are small and hence wire losses are neglected. Note that,

the capacitive load balancing scheme is employed for all the benchmark circuits R1-R5.

However, due to the space constraints, only the results for R1 benchmark circuits

are shown. The capacitance balance results for R2, R3, R4 and R5 are similar with

maximum capacitance difference of k = 0.60 pF , k = 0.82 pF , k = 1.60 pF and

k = 2.44 pF , respectively. With the capacitive load balancing implementation, the

variation in the capacitive load distributed across the rings is very small (within 5%

of the overall capacitive load).
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Figure 5.3: Capacitance distribution of R1 on a 5× 5 grid with proposed ILP formu-
lation.

For comparison, the standing wave technology is implemented without capacitive

load balancing. In this implementation, the registers are connected to the closest

connection points without considering their input capacitance or the wire capacitance.

In Fig. 5.4, the capacitive load variation is demonstrated for the 25 (5×5) rings of the

standing wave technology implementation on the benchmark circuit R1. Note that,

the standing wave scheme without capacitive load balancing is implemented for all the

benchmark circuits R1-R5 as well. Due to the space constraints only the results for R1

benchmark circuits are shown. The range of capacitance variation for R1-R5 are shown

in the Table 5.3. For R1, R2, R3, R4 and R5 circuits, the capacitance range varies as

2.45 pF , 5.11 pF , 4.40 pF , 6.18 pF and 6.39 pF , respectively. This demonstrates that

by employing capacitive load balancing scheme, an effective improvement of 2.95X,

8.51X, 5.36X, 3.86X and 2.61X, can be achieved for the benchmark circuits R1, R2,

R3, R4 and R5, respectively. Thus, the experiments performed on the IBM R1-R5
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Figure 5.4: Capacitance distribution of R1 on a 5 × 5 grid without capacitive load
balancing consideration.

benchmark circuits demonstrate an average improvement of 4.66X in capacitive load

balancing.

5.2.3 Summary

The frequency and to a certain extent clock phase in the mobius standing wave

implementation are characterized by the capacitance balance across the mobius rings.

In this section, a methodology to achieve capacitive load balancing is proposed using

the ILP formulation. Experiments performed on the IBM R1-R5 benchmark circuits

demonstrate an average improvement of 4.66X in capacitive load balancing.
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5.3 Skew Analysis for SWO

A design automation scheme is presented in Section 5.1 for the synchronization

of registers with the SWO topology. Next, in Section 5.2, a capacitive balancing

methodology is presented for mobius SWO technology. In order to achieve timing

closure, a detailed timing analysis for mobius SWO implementation is necessary in

addition to the proposed methodologies in Sections 5.1 and 5.2. Towards this end,

the skew analysis with the proposed design automation scheme (Section 5.1) is pre-

sented in Section 5.3.1 and is compared with the skew analysis on the rotary clocking

technology. Further, the effects of capacitive load balancing on skew are investigated

and the results are presented in Section 5.3.2. Finally, the section is summarized

in Section 5.3.3.

5.3.1 Proposed Methodology

The rotary traveling wave topology and the mobius standing wave topology are

implemented to draw rings for a given frequency fr. The ring perimeter is fixed to

Pr corresponding to the frequency fr. The grid size for the resonant topologies is

determined based on the perimeter Pr and the placement information. For example,

the IBM benchmark circuit R1 is partitioned into 5× 5 grids depending on the size of

the circuit and the perimeter computed for a frequency of fr = 3.4 GHz (simulated

frequency in [17]).

Consider the case for a mobius of standing wave. The difference for standing

wave is that, the register Rj(x, y) is connected to the ring such that the total tapping

wirelength is minimum. This is possible because the clock signal generated from the

standing wave implementation has a constant phase throughout the ring (ΘTPi
= 0).
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As all points on the standing wave oscillator (SWO) have the same phase 0◦, the skew

in connecting register Rj to connection point CPi is Sswo
j,i , computed as:

Sswo
j,i = (Θli) mod 360◦. (5.2)

For comparison purposes, the skew values are analyzed for resonant rotary clocking

technology as well. Consider the case for a rotary ring. Let a register Rj be located

at (x, y) tap on to the rotary ring at a tapping point TPi which satisfies the phase of

the register. The selection of the tapping point for Rj(x, y) depends on:

1. ΘTPi
- the phase available at the tapping point TPi,

2. Θli - the phase attributed to the tapping wire li(x, y).

The skew resulted in connecting register Rj to the tapping point TPi is Srwo
j,i , which

is computed as:

Srwo
j,i = (ΘTPi

+ Θli) mod 360◦. (5.3)

The tapping point phases ΘTP at various tapping points TPi are distributed between

0◦ and 360◦ due to the traveling nature of the rotary clock as explained in Section 2.1.2.

The phase contributed by the tapping wire Θli depends on the tapping wire li. The

tapping point for the register Rj is chosen such that the clock skew Srwo
j,i is minimum.

Considering (5.3) and (5.2), the skew of the rwo system depends on the tapping

point phase as well as the wirelength phase, where as the skew of the SWO depends

on the latter (tapping wire phase) only. Note that, the tapping locations and the

corresponding tapping wirelengths depend on the capacitive balancing of the resonant

systems. In other words, in order to achieve a capacitively balanced systems, registers

can be connected to tapping points that do not give optimal skew value for each

register. This phenomenon is analyzed in the next section.
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5.3.2 Skew Analysis Results

The clock network design methodologies for the rotary clocking and the mobius

standing wave technology are implemented in C++. The test data are the IBM

R1-R5 benchmark circuits. The test circuits—IBM R1-R5 benchmark circuits—have

a number of clock sinks ranging from 267 to 3101. Depending on the placement

dimensions and the frequency of the ring, benchmark circuits R1, R2, R3, R4 and R5

are partitioned into grid sizes (5×5), (6×6), (7×7), (9× 9) and (10×10), respectively.

A mobius strip of a rotary ring and a standing wave ring is implemented in each grid

with similar dimensions to satisfy the desired resonant clock frequency fr.

Two sets of experiments are performed to analyze skew with and without capaci-

tive load balancing. The experiments without capacitive load balancing demonstrate

the skew mismatch with the methodologies described in the previous work [19, 41].

The results with the capacitive load balancing demonstrate the skews expected with

a more realistic, stable oscillation of the resonant clocking systems [39, 42] which are

analyzed in this section.

For the first set of experiments tapping points are selected for registers synchro-

nized by the RWO and the SWO. The tapping points are selected depending on the

phase available at the tapping point and the phase generated by the tapping wire

such that the skews Srwo
j,i and Sswo

j,i are minimal when computed by (5.3) and (5.2),

respectively. In Fig. 5.5, the skew distribution of rotary wave (RWO) and standing

wave (SWO) is shown for the R1-R5 benchmark circuits. Note that, criticality in the

static timing analysis is defined for the worst case skew mismatch, thus, for the tail

ends of the distributions in Fig. 5.5. For the rotary wave [shown in dotted lines in

Fig. 5.5(a) through Fig. 5.5(e)], an average skew mismatch (worst-case) of 6.94% of

the clock period is observed. The average skew mismatch is computed by measuring

the worst case skew (e.g. 24◦ for R1) and dividing this worst case skew by 360◦
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(of one clock cycle). The absolute values of the represented skew values are used

in computation. For the standing wave [shown in solid lines in Fig. 5.5(a) through

Fig. 5.5(e)], an average skew mismatch (worst-case) of 0.83% of the clock period is

observed. It is clear from this analysis that the standing wave technology (SWO) pro-

vides better skew properties when compared with rotary clocking technology (RWO).

However, this type of design proposed in [19, 72], lacks the capacitive load balancing

required to provide stable resonant oscillation. In the second set of experiments, the

capacitive load balancing operation is considered. The skew values are analyzed for

rotary clocking and standing wave technologies. Note that, with the capacitive load

balancing operation explained in Section 5.2, the tapping point for each register—and

hence the phase Θli in (5.3) and (5.2)—might change. This results in a change in

the skews (Srwo
j,i and Sswo

j,i ). In Fig. 5.6, the skew distributions of the rotary wave and

standing wave technologies after the capacitive load balancing are shown. For the ro-

tary wave [shown in dotted lines in Fig. 5.6(a) through Fig. 5.6(e)], a worst-case skew

mismatch of 3.05% of the clock period is observed. For the standing wave [shown in

solid lines in Fig. 5.6(a) through Fig. 5.6(e)], a worst-case skew mismatch of 20.56%

of the clock period is observed, which is significantly degraded. This is mainly due to

the identical phase throughout the standing wave technology (SWO). The identical

phase does not grant the flexibility to provide the required non-zero skew values to the

registers. The registers which have a very high skew mismatch for SWO are shown in

the circled section in Fig. 5.6. Hence, with the capacitive load balancing achieved to

provide a stable resonant oscillation, the rotary clocking technology (RWO) provides

better skew properties compared to the standing wave technology (SWO).
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(a) R1 (b) R2

(c) R3 (d) R4

(e) R5

Figure 5.5: Distribution of skew mismatch for R1- R5 circuits without capacitive load
balancing.
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(a) R1 (b) R2

(c) R3 (d) R4

(e) R5

Figure 5.6: Distribution of skew mismatch for R1- R5 circuits after capacitive load
balancing. Circled regions include the registers with non-zero skews for SWO.
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5.3.3 Summary

In this section, the skew mismatch for the standing wave technology (SWO) and

the rotary wave technology (RWO) are analyzed and plotted. Capacitive load bal-

ancing is necessary for the stable operation of resonant clocking as shown in [39, 42].

With the capacitive balancing the skew mismatch (worst-case) of standing wave and

the rotary clocking are, 20.56% and 3.05% of the total clock period, respectively,

proving rotary clocking technology to be superior compared to the standing wave

technology.
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6. Interconnect Modeling and Parasitic Analysis for Rotary Clocking

Rotary clocking is a GHz range clocking technology. The frequency of the rotary

ring is estimated by (2.3), which depends on the circuit parasitics in (2.4) and (2.5).

However, the high frequency effects and the impact of the interconnect geometries

cannot be captured using (2.3). In the pioneering work on rotary clocking [17], the

lumped RLC model is proposed for SPICE simulation. This model does not consider

the high frequency effects and hence cannot be used for high frequency analysis.

Towards this end, interconnect modeling and parasitic extraction techniques using

the partial element equivalent circuit (PEEC) and 3-D FEM based electro-magnetic

analysis are proposed in Sections 6.1 and 6.2, respectively.

6.1 PEEC Based Interconnect Modeling and Parasitic Analysis

A PEEC based method is used to capture the parasitic effects at high frequen-

cies [60, 61]. As the PEEC analysis is based on the Maxwell’s wave equations, it mod-

els all the electromagnetic effects leading to an analysis of higher accuracy. SPICE

simulations including the PEEC models [60, 61] have been proposed for rotary clock-

ing in [18]. In [18], the mutual inductance effects between the two transmission line

elements are considered, however, the mutual inductance effects due to topological

properties (such as corners and gap) are neglected. Note that, at high frequencies,

parasitic effects due to the corners are significant and cannot be neglected. Especially

in the CROA topology, the custom rings have varying number of corners. Hence, the

parasitic effects of the additional corners are necessary in order to accurately analyze

the oscillating frequency of the rotary clocking technology. Towards this end, a more

accurate PEEC based analysis is proposed to be integrated with SPICE.
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(a) Segmenting the transmission line for inductance computation.

(b) Different cases in mutual inductance calculation.

Figure 6.1: Mutual inductance computation.

In Section 6.1.1, PEEC based parasitic analysis is presented. In Section 6.1.2,

experimental results for the PEEC based parasitic analysis and the SPICE simulations

are presented. In Section 6.1.3, impact of PEEC based parasitic analysis on the

oscillation frequency is discussed. In Section 6.1.4, power analysis is presented based

on the SPICE simulations. A summary is presented in Section 6.1.5.

6.1.1 PEEC Based Parasitic Analysis

In order to perform the improved PEEC based analysis, the transmission line

interconnects forming the rotary rings are partitioned into uniform segments similar

to the procedure adopted in [18]. On these segments, constant current densities and

charge densities are formed. Each of these segments is further divided into uniform

filaments of length l as shown in Fig. 6.1(a). Using the constant current and charge

densities, the mutual inductance between the segments can be computed using the
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center filaments as explained in [62, 92]. The inductance contributed by the different

segments of lengths l and a for the custom ring can be summarized leading to eight (8)

different cases for PEEC analysis as shown in Fig. 6.1(b). The PEEC analysis is

performed on all the corners analytically using the formulas in [62, 92]. For any

given custom ring topology, analytically computed models are synthesized to perform

SPICE simulations of improved accuracy.

The PEEC analysis results are presented in three stages in order to first establish

the importance of parasitic analysis on various geometries and then to demonstrate

its overall impact. First, the PEEC analysis is performed on a geometry constitut-

ing a “corner”. Second, the PEEC analysis is performed to compute the mutual

inductance between the opposite edges of the custom rings called a “gap”. The vary-

ing parasitics of the corner geometry component and the gap geometry component

are compared to a “regular” segment of two equal length parallel transmission lines.

Third, the components are merged to analyze the parasitics for the entire custom ring

with a varying number of corners.

6.1.1.1 Corners

Consider a custom ring shown in Fig. 6.2. An enlarged version of a particular

segment of a custom ring with two corners is shown. Each corner segment in a

custom ring is similar to one of the corner segments marked as P or Q. Due to the

cross-connected arrangement for rotary rings, each corner on the rotary ring has the

outer transmission line and the inner transmission line as shown in the enlarged part

of Fig. 6.2. The separation between the two transmission lines is s and the width of

each transmission line is w. The mutual inductance for each corner segment consists

of two parts called the horizontal part (x part) and the vertical part (y part). For

corner segments P and Q, the horizontal parts are marked as Px and Qx, respectively,
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Figure 6.2: Corners and gap in a custom ring.

and the vertical parts are marked as Py and Qy, respectively. A corner segment of

type P is of length 2l, where as a corner segment of type Q is of length 2a on the outer

transmission line.

Consider the case of the horizontal part Px of the corner segment P. The outer

transmission line is marked as l and the inner transmission line is marked as a. The

mutual inductance between the outer transmission line l and the inner transmission

line a [by identifying the cases shown in Fig. 6.1(b)] is computed using [62]:

M =
[1

2
(Ls+t + Ls−t)− Ls

]
·
(s
t

)2

+
(
Ls+t − Ls−t

) ·
(s
t

)
+

1

2
(Ls+t + Ls−t) , (6.1)
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where the subscripts to inductance L indicate the thickness of the segment, whose

width is w and length is l. The self inductances L on the RHS of (6.1) are calculated

using:

L

l
=

µ

2π

[
ln

2l

0.2235 · (w + t)
− 1

]
, (6.2)

where s, t, l, w represent the separation, thickness, length and width of the transmis-

sion line segments, respectively, and µ = 4π nH/cm is the permeability in free space.

The vertical part Py and the horizontal part Px have identical mutual inductances,

since the dimensions of the transmission lines, the separation and the width remain

unchanged. Next, consider the case of horizontal part Qx at corner Q. In this case, the

lengths of the outer and inner transmission lines are a and l, as opposed to l and a as

in Px. In a similar manner, the mutual inductance between l and a is computed based

on the cases shown in Fig. 6.1(b), using (6.1) and (6.2). The additional capacitance

due to the corner is estimated using [52]:

Ccorner = 0.5× Cl × w, (6.3)

where Cl is the capacitance per unit length of the transmission line. The impact of

corners on capacitance due to the increased wire width is included in the proposed

simulation model. These improved simulation models are particularly important for

the custom topology rings, where the number of corners can be high. However, the

models should be used for the regular rotary rings as well, where the regular rings

have the added capacitance of the four (4) corners.

6.1.1.2 Gap

The distance between the opposite edges in a custom ring, marked on Fig. 6.2, is

termed a “gap”. A custom ring can have multiple edges, and every opposite edge pair
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(a) Min number of corners. (b) Max number of corners.

Figure 6.3: Possible custom ring topologies with Pr = 12grids.

contributes towards the parasitics of the corner geometry. In order to investigate the

level of this contribution, the mutual inductance between the opposite pairs (i.e. gap)

is analyzed. The mutual inductance computation for the gap is similar to a case of

two parallel segments with equal lengths [case (6)] as shown in Fig. 6.1(b). The major

difference is that the separation between the transmission lines is the length of an edge

of the custom ring as opposed to the separation s in Fig. 6.2. It is projected that due

to the distance between the transmission lines, the mutual inductance contributed by

the gap is controllable. Based on this projection a minimum gap G is devised for a

custom ring, either to eliminate the mutual inductance by keeping gap G long enough

or by analyzing for the existing mutual inductance due to the gap G.

6.1.1.3 Custom Ring Topologies of CROA

From a topology perspective, the parasitics of a custom rotary ring depend on

the gap dimensions, the number and the type of corners. In computation, the rotary

ring is partitioned into regular (straight) segments R, corner segments (of type P and

Q) and gap segments (of type G), as shown in Fig. 6.2. The parasitics of each of the
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regular segment R, the corner segments P and Q and the gap segment G are computed

as described in Section 6.1.1.1 and Section 6.1.1.2, and summed over the entire length

of the rotary ring. In Fig. 6.3, an arbitrary upper bound of twelve (12) corners is

selected for computation purposes. A higher number of corners is possible.

The total mutual inductance of custom rings with the minimum, and any possible

number of corners up to 12 is computed in experimentation. Furthermore, the fre-

quencies for different rotary topologies are simulated with SPICE using the improved

model with PEEC analysis. These results are demonstrated in Section 6.1.2.

6.1.2 Experimental Results

A series of PEEC computations are performed for the rotary ring implementations

of nominal dimensions (separation and width) but with varying number of corners.

SPICE models are created using U-element models and the PEEC analysis results

from Section 6.1.1. A U-element [56] is used to model the lossy transmission line.

The U-model in HSPICE effectively captures the resistance, self inductance, self ca-

pacitance, mutual capacitance values. However, the mutual inductances of corners

and gaps are significantly different, which are incorporated separately. Consequently,

the results of the PEEC analysis are used to model the mutual inductance between

the U-elements and the self capacitance and resistance of the corner elements as a

part of the SPICE model. Such a model captures the expected behavior of the corner

segments and gaps. The rotary ring is simulated in HSPICE with a 180 nm device

technology. The PEEC computation results and SPICE simulations are presented

in Section 6.1.2.1 and Section 6.1.2.2, respectively. Further, the power analysis on

the custom rotary rings using the SPICE simulation models are presented in Sec-

tion 6.1.4.
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(a) (b)

Figure 6.4: Change in mutual inductance when corner segments P and Q are compared
with a regular segment R.

6.1.2.1 PEEC Analysis

The PEEC analysis results are presented in three stages. First, the results for the

“corner” analysis in Section 6.1.1.1 are presented. In this case, a regular segment of

type R is compared with corner segments of types P and Q in order to observe the

total increase in inductance of the transmission line of equal lengths due to the mutual

inductance of the corner elements. In Fig. 6.4(a), the variation in mutual inductance

with a fixed width and a varying separation is shown. It is seen that for a fixed width,

the increase in separation causes a linear decrease in the mutual inductance. For a

nominal case implementation of separation s = 40µm and width w = 20µm, each

corner segment (of type P or Q) leads to 79.9% increase in the mutual inductance

when compared with a regular segment (of type R).

Second, the results for the “gap” component analysis in Section 6.1.1.2 are pre-

sented. In this case, the opposite edges of the custom ring are divided into regular

segments of type R. The opposite edges in each segment have an equal length l with

the gap G varied to analyze the effect of mutual inductance. In Fig. 6.5, the plot

shows the decrease in mutual inductance with an increase in the gap for the CROA

methodology tested on the R1 benchmark circuit. With a grid size of 1000µm (cor-
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Figure 6.5: Mutual inductance for varying “gap” with a segment length of 1000 units.

(a) (b)

Figure 6.6: Overall increase in the mutual inductance of a custom ring with an
additional corner pair compared with the overall mutual inductance of a regular ring.
Note that, the vertical axis is in % (e.g. 0.9% for s=25,w=5units)

responding to R1 circuit), it is seen that if the minimum gap is approximately 70%

of the grid size, the mutual inductance is negligible (< 0.000022%). For the custom

ring implementations, the gap has to be fixed as greater than 70% of the grid size to

eliminate the “gap” effect. In a regular ring of conventional ROA, the gap is Pr

4
long.

This gap is long enough so that the mutual inductance contributed by the gap can

be safely neglected, which has been the norm.

Third, the results for the overall “custom ring topology” analysis in Section 6.1.1.3

are presented. In Fig. 6.6, the plots of the overall increase in the total mutual induc-

tance of a custom ring with six (6) corners are shown compared to a regular ring with
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Table 6.1: Comparison of Fth1 (frequency without PEEC parasitics) and Fth2 (fre-
quency with PEEC parasitics), as approximated by (2.3).

Custom topology Fth1 (GHz) Fth2 (GHz) Var

Min corners (4) 4.70 4.56 2.98%
Nom corners (8) 4.70 4.38 6.81%
Max corners (12) 4.70 4.25 9.57%

varying separation and width. For all practical dimensions (separation and width),

the PEEC computations suggest that the change in the total mutual inductance is

under 1% for the CROA ring topology. At this scale, it is seen that for a fixed

width (separation), the increase in separation (width) causes the mutual inductance

to decrease. Note that, although the increase in the total mutual inductance for every

corner segment is very high (about 79.9%) compared to a regular segment, the overall

increase in total mutual inductance for every additional corner pair of a custom ring

is not very high (under 1%) compared to the overall mutual inductance of a regular

ring. This trend is reasonable as the number of regular segments in a custom ring is

much higher than the number of corner segments.

A series of PEEC computations are performed for the CROA implementations of

nominal dimensions (separation and width) but with a varying number of corners. In

order to compute the oscillation frequencies, the length units of the R1-R5 benchmark

circuits are scaled to reflect the pioneering implementation in [17]. For instance a

perimeter of 50000units for R1 corresponds to a perimeter of 3200 µ in a 180 nm

technology. For the ring with the minimum number of corners [shown in Fig.6.3(a)],

the mutual inductance analysis results in 42 straight segments and 4 corner segments.

The total mutual inductance on this structure is computed as 0.1288 nH. The fre-

quency estimated using (2.3) for the CROA topology with the minimum number

of corners is 4.56 GHz. Similarly, for the ring with the maximum number of cor-
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ners [shown in Fig.6.3(b)], the analysis results in 34 straight segments and 12 corner

segments. The total mutual inductance in this case is computed as 0.1485 nH and

the computed frequency is 4.25 GHz. For a custom ring with nominal (eight) num-

ber of corners, the analysis results in a total mutual inductance of 0.1399 nH and

the computed frequency is 4.38 GHz. The results are shown in Table 6.1, under

the third column labeled Fth2 , which is the frequency computed with (2.3) using the

mutual inductance (computed using PEEC analysis) for the corresponding number of

corner segments. In Table 6.1, the first column depicts the number of corners in the

CROA topology. The second column shows Fth1 , which is the frequency computed

using (2.3) without considering the mutual inductance effect due to the corner seg-

ments. This frequency is the same across CROA topologies with different number of

corners, as the additional mutual inductance due to the corner segments is neglected.

The fourth column depicts the variation in the computed frequency due to the added

mutual inductance. When compared with Fth1 , the change in Fth2 increases from

2.98% to 9.57%, for the minimum number of corners (4) to the maximum number of

corners (12) of the custom ring topology, respectively.

6.1.2.2 Simulation Results with SPICE

In this section, SPICE models are created using U-element models and the PEEC

analysis results for mutual inductance. A U-element [56] is used to model the lossy

transmission line. The U-model in HSPICE effectively captures the resistance, self

inductance and self capacitance of the transmission lines. The U-model also captures

the mutual inductance and mutual capacitance values between the parallel trans-

mission line pairs. However, the mutual inductance of the transmission lines at the

corners are significantly different, which are incorporated separately. Consequently,

the results of the PEEC analysis are used to model the mutual inductance between
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Figure 6.7: A portion of the SPICE simulation schematic.

the U-elements and the self capacitance and resistance of the corner elements as a

part of the SPICE model. Such a model captures the expected behavior of the corner

segments. Based on the perimeter of the rotary ring, 24 transmission lines segments

are used and a total of 24 uniform cross coupled inverter pairs are placed at equal

distances from each other on each rotary ring [17]. A portion of the proposed simula-

tion schematic setup for rotary clocking with the U-Elements and the parasitics (for

corners) is shown in Fig. 6.7.

First, the rotary clocking circuit is set up in SPICE for the ring based topology. In

this setup, the parasitics due to the corner and the gap segments are neglected (which

is the state of the previous research in [17–19]). The clock waveform obtained for this

setup is shown in Fig. 6.8. The simulated clock frequency is 4.74 GHz.
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Figure 6.8: Clock signal simulated for a rotary ring with no parasitics at the corners.

Next, the SPICE model is modified in order to incorporate the parasitic compo-

nents including the mutual inductance elements computed in the PEEC analysis. The

clock waveforms obtained for the CROA topology with minimal corners (4 corners),

nominal corners (8 corners) and the maximum number of corners (12 corners) are

presented in Fig. 6.9. The frequencies for the minimal, nominal and the maximum

number of corners are, 4.623 GHz, 4.465 GHz and 4.362 GHz, respectively. It is

observed that the clock frequency decreases with increasing number of corners. This

decrease is expected because the mutual inductance increases with the increasing

number of corners of the CROA topology.

In Table 6.2, the SPICE simulation results with and without corner parasitics

for a different number of corners are compared. The first column depicts the num-

ber of corners in the CROA topology. The second column shows the simulated fre-

quency Fsim1 , without considering the parasitics due to the corner segments. Fsim1

stays the same for different CROA topologies as parasitics due to the corners are

neglected. The third column shows the simulated frequency Fsim2 , using the mutual

inductance (computed using PEEC analysis) for the corresponding number of corner

segments. The fourth column depicts the variation in Fsim2 compared with Fsim1 .

The variation is the improvement in accuracy of the proposed simulated frequency
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Figure 6.9: Clock signals obtained for CROA topologies with varying number of
corner segments.

due to the mutual parasitic analysis presented. When compared with Fsim1 , the fre-

quency accuracy of Fsim2 improves from 2.53% to 8.02%, for the minimum number

of corners to the maximum number of corners of the CROA topology, respectively.

The decrease in frequency Fsim2 is attributed to the increased mutual inductance due

to the additional corners in the custom ring topology.

In order to evaluate the accuracy of the approximations in the theoretical com-

putations in (2.3), the simulated frequencies (using SPICE) are compared with the
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Table 6.2: Comparison of frequency Fsim1 without PEEC parasitics and fre-
quency Fsim2 with PEEC parasitics, as simulated in HSPICE.

Custom topology Fsim1 (GHz) Fsim2 (GHz) Acc. imp.

Min corners (4) 4.74 4.62 2.53%
Nom corners (8) 4.74 4.46 5.91%
Max corners (12) 4.74 4.36 8.02%

Table 6.3: Comparison of simulated frequency Fsim2 (Corner parasitics, SPICE) with
the theoretical frequency Fth2 (Corner parasitics, PEEC) and with the theoretical
frequency Fth1 (PEEC).

Custom topology Fsim2 (GHz) Fth2 (GHz) Var Fsim2 (GHz) Fth1 (GHz) Var
Min corners (4) 4.62 4.56 1.29% 4.62 4.70 1.70%

Nominal corners (8) 4.46 4.38 1.79% 4.46 4.70 5.38%
Max corners (12) 4.36 4.25 2.52% 4.36 4.70 7.79%

theoretical frequencies computed using (2.3). In Table 6.3, the theoretical rotary clock

frequencies Fth2 [computed using (2.3)] and the simulated clock frequencies Fsim2 (us-

ing SPICE) are tabulated. Note that, the same mutual inductance values computed

using PEEC based analysis are used in computing the theoretical frequencies and in

the simulations. The results of the clock frequencies from SPICE simulations are in

agreement with the theoretical frequencies computed from (2.3) with a small vari-

ation (1.29% to 2.52% for min corners to max corners case). Thus, the theoretical

estimation in (2.3) provides a reasonable approximation to the expected clock fre-

quency.

6.1.3 Impact on the Oscillation Frequency

Recall from Section 2.1.3.3 that the inductance [in (2.4)] and the capacitance [in (2.5)]

properties characterize the frequency of oscillation in rotary clocking technology. The

oscillation frequency for the rotary oscillator is approximated as fosc ≈ 1
2
√

LT CT
. This
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relation can be rewritten [using (2.5)] as,

fosc ≈ 1

2
√

(LT )(
∑
Creg +

∑
Cinv +

∑
Cring +

∑
Cwire)

, (6.4)

where LT is the total inductance that does not include the mutual inductance due

to the corners of the rotary ring. As analyzed in Section 6.1.1, for a more accurate

analysis, the corner parasitics have to be included in the computation. When cor-

ner parasitics are included, the frequency of the regular rotary oscillatory array is

estimated by:

froa ≈ 1

2
√

(Lroa)× (Croa)
, (6.5)

where the total inductance on the ROA Lroa is estimated by:

Lroa ≈ LT +Mcorner ×Nc. (6.6)

The total capacitance Croa is estimated by:

Croa ≈
∑

Creg +
∑

Cinv +
∑

Cring +
∑

Cwire + Ccorner ×Nc, (6.7)

where Mcorner and Ccorner are the mutual inductance and capacitance exhibited by

each corner, respectively. Nc is the number of corners (4 in ROA). Although the

absolute frequency figures are not comparable, it is clear that due to the additional

parasitics at the corners, froa < fosc.

As reported in Chapter 3 (Section 3.1.3), an average of 39.25% of the tapping

wirelength can be saved in CROA. As analyzed in Section 6.1.1, however, the design

of the CROA topology also causes a change in the inductance due to the varying
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corners. Overall, the frequency of the CROA is given by:

fcroa ≈ 1

2
√

(Lcroa)× (Ccroa)
, (6.8)

where Lcroa is estimated by:

Lcroa ≈ LT +Mcorner ×Nc. (6.9)

Ccroa is estimated by:

Ccroa ≈
∑

Creg +
∑

Cinv +
∑

Cring +(1−39.25%)
∑

Cwire +Ccorner×Nc. (6.10)

Note that, Nc ≥ 4 for CROA, and Max(Nc) = 12 in the current CROA design.

Depending on the granularity of the grid and the gap specifications (so that the mutual

inductance due to the gap is negligible) the Max(Nc) can be different for other CROA

topologies. In CROA, the wirelength savings (resulting in smaller
∑
Cwire) overcomes

the effects of additional parasitics due to the increased corners, and fcroa ≥ fosc. In

cases where the frequency increase is undesirable, the perimeter of the custom rings

in CROA topology can be increased proportionately in order to compensate for the

increase in frequency.

6.1.4 Power Analysis

One of the main characteristics of the rotary oscillators is the charge recovery

property. The rotary oscillators store the energy in the inductors during the dis-

charging stage so that the stored energy can be re-circulated during the charging

stage–thus minimizing the dynamic power consumption. Hence, the power dissipa-

tion in the rotary oscillatory array is mainly the static power due to the resistance of



138

the transmission line interconnects. The overall power dissipation with the custom

rings can be estimated as:

Ptotal = Pring + Pload, (6.11)

where Pring and Pload are the power dissipated on the custom ring and the power

dissipation due to the capacitive loads, respectively. Pring is estimated as:

Pring = Ptra + Pinv, (6.12)

where Ptra and Pinv are the power dissipated due to the transmission line parasitics

and the inverter pairs, respectively. Pload is estimated as:

Pload = Preg + Pwire, (6.13)

where Preg and Pwire are the power dissipated due to the register load and the power

dissipated due to the capacitive loads exhibited by the wires connecting the registers

to the rings, respectively.

The rotary rings are simulated in SPICE using the improved simulation models—

accounting for the parasitics due to the varying interconnect geometries—as discussed

in Section 6.1.2.2. The inverters are modeled in a 180 nm technology. The IBM R1-R5

benchmark circuits are used to model the register load and the wire capacitance. The

clock load is evenly distributed across the ring for the ease of implementation. The

results from Section 3.1 are used to model the wirelengths for the custom rings.

First, the power analysis on the custom ring is considered. Note that, in this case

the loading on the rings is not considered. In Fig. 6.10, the percentage increase in the

power dissipation across the custom ring with varying number of corners compared

to the ring without considering the corner parasitics is plotted. From 4 corners to 8

corners, the percentage increase in the power dissipation climbs from 2.5% to 13%.
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Figure 6.10: Percentage increase in power with varying number of corners.

However, for a more accurate analysis, the loading on the rings needs to be considered,

which is explained next.

Next, the custom rotary ring is loaded evenly with the capacitive load computed

for R1-R5 benchmark circuits. The register input capacitance values from the R1-R5

benchmarks are used to analyze Preg. Note that, when compared to the wirelength

for the regular rotary ring, the custom rotary ring results in approximately 8%, 12%,

11.75%, 13.5% and 10% improved wirelengths, for R1-R5 circuits, respectively [36].

These wirelength results for the R1-R5 benchmark circuits are considered for the Pwire

analysis. The simulation model is incorporated with the above loading details and the

custom rotary rings with varying number of corners are simulated to measure Ptotal.

In Fig. 6.11, the total power dissipation on the custom rings with varying number of

corners are compared with the regular ring (4 corners). With the increased number

of corners, the ring power Pring is increased, however, the overall power Ptotal is

reduced. Note that, due to the reduced wirelength in the custom rings, the Pwire

in (6.13) is reduced. Further, Pring and Preg are identical for both custom and regular

rotary rings across R1-R5 circuits. Hence, this reduction in Pwire is resulted in a
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Figure 6.11: Total power dissipation on the custom ring with varying number of
corners compared with the regular ring.

reduction in the overall power dissipation Ptotal according to (6.11). The total power

dissipated (Ptotal) on the custom ring (corners between 4 and 12) is within ±5% of

the total power dissipated on the regular ring (4 corners).

6.1.5 Summary

In this chapter, a methodology to analyze the parasitics resulting from the geome-

tries in the regular and custom ring topology is presented. Simulation based analysis

is performed for the clock waveforms of the rotary ring topologies incorporating the

parasitics. When the parasitics contributed by the varying geometries of the rotary

rings are considered, the resultant clock frequency is observed to be 8% less than the

expected frequency from the formulations in [17–19]. Further, the power dissipation

on the rotary ring is analyzed with varying number of corners. When tested with

the R1-R5 benchmark circuits, the total power dissipated on a custom ring (corners

between 4 and 12) is within ±5% of the total power on a regular ring (4 corners).
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6.2 Parasitic Analysis–Revisited: 3-D Parasitic Modeling for Rotary In-

terconnects

In Section 6.1, a detailed discussion on the partial element equivalent circuit (PEEC)

based parasitic analysis for the rotary interconnects is presented. However, these

methods are incomplete as they do not accurately capture the parasitics due to the

different geometries (corners and crossovers) in the rotary rings. The accurate char-

acterization of on-chip rotary interconnects requires 3D full wave electromagnetic

analysis. Towards this end, a 3D finite element based full wave electromagnetic

analysis is presented for the characterization of different transmission line segments

constituting a rotary ring. The rotary ring is modeled in SPICE incorporating the

parasitics extracted from the 3D electromagnetic analysis and is compared with the

U-model and the PEEC models. Further, the power dissipated on the rotary ring is

analyzed using the SPICE simulations.

The rest of the chapter is organized as follows. In Section 6.2.1, interconnect

modeling is presented. In Section 6.2.2, parasitic analysis for the rotary ring structures

is presented. In Section 6.2.3, the experimental results are presented. In Section 6.2.6,

the chapter is summarized.

6.2.1 Modeling Interconnect Parasitics for 3-D Based Extraction

A 3D full wave electromagnetic based analysis is the most accurate way of mod-

eling the transmission line parasitics. However, they are computationally intensive

and time consuming. Especially, for the array structure of rotary rings, full wave

electromagnetic analysis is understandingly computationally expensive and time con-

suming. Hence, to speed up this computation, simple sub-structures of transmission

line segments for the rotary oscillatory array are examined.



142

(a) Segments on a regular ring (b) Segments on a custom ring

Figure 6.12: Segments on the regular and custom rings.

Consider the rotary rings shown in Fig. 6.12. In order to accurately analyze the

parasitics, the interconnects forming the rotary rings are partitioned into straight,

corner, crossover, and gap segments, which are categorized in Sections 6.2.1.1, 6.2.1.2,

6.2.1.3, and 6.2.1.4, respectively.

6.2.1.1 Straight Segments

Consider the straight segment on a rotary ring topology shown in Fig. 6.12. The

magnified view of the straight segment is shown in Fig. 6.13(a). Each straight segment

is composed of length lseg, width w, and thickness t. The separation between the

transmission lines is s. Straight segments are the most abundant geometric shapes in

a regular or custom topology rotary clock network.

6.2.1.2 Corner Segments

Consider a corner segment on the rotary ring shown in Fig. 6.13(b). Due to the

cross-connected arrangement (mobius topology of differential transmission lines) for

rotary rings, each corner on the rotary ring has the outer transmission line and the
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inner transmission line. The length of the transmission line at the corner segment

is composed of lseg and ladd. Note that, ladd is the additional transmission line con-

tributed by the corner segment as shown in Fig. 6.13(b). The number of corner seg-

ments is at minimum four and does depend on the custom topology in a non-regular

ring.

6.2.1.3 Crossover Segments

The traveling wave in rotary clocking is not terminated due to the mobius cross-

ing on the rotary ring. Consider a crossover segment on the rotary ring shown

in Fig. 6.13(c). The length of the transmission line at the crossover segment is com-

posed of lseg and ladd. In an IC implementation, the crossover segment is fabricated

on two metal layers to avoid a short circuit. Typically, each rotary ring has a unique

crossover segment, although, higher number of crossover segments are possible.

6.2.1.4 Gap Segments

The distance between the opposite edges in a rotary ring, marked on Fig. 6.13(d),

is termed a “gap”. In particular, a custom ring can have multiple edges, and every

opposite edge pair contributes towards the additional parasitics. In order to investi-

gate the level of this contribution, the mutual inductance between the opposite pairs

(i.e. gap) is analyzed. The mutual inductance computation for the gap is similar to

the case of mutual inductance in a straight segment. The major difference is that

the separation between the transmission lines is the length of an edge of the custom

ring as opposed to the separation s in Fig. 6.13(a). It is projected that due to the

distance between the transmission lines, the mutual inductance contributed by the

gap is controllable. Based on this projection a minimum gap is devised for a rotary

ring, either to eliminate the mutual inductance by keeping the gap long enough or by
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(a) Straight (b) Corner

(c) Crossover (d) Gap

Figure 6.13: Different types of segments on a rotary ring.

analyzing for the existing mutual inductance due to the gap. The gap segments exist

in all rotary topologies. For the regular ring topology, the length of gap segment is 2l
4
.

However, for the non-regular ring topology, the length of the gap segment depends

on the custom topology.
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6.2.2 Parasitic Analysis

The equivalent circuit for the straight segment (Section 6.2.1.1) can be modeled

by the U-model in SPICE. However the corner segments (Section 6.2.1.2) and the

crossover segments (Section 6.2.1.3) can not be modeled by the U-model in SPICE.

The 90◦ bend at the corner segment causes reflection in the traveling waves due to

which the wave velocity vp is not uniform at the corner segments. Note that, the

transmission line U-models in SPICE do not take into consideration the additional

corner parasitics. As an alternative, the closed form PEEC equations are used to

capture the corner parasitic effects at high frequencies as explained in Section 6.1.1.

The crossover segment involves the interconnects crossing over multiple metal

layers. The accurate modeling of the crossover requires the analysis of the electric

and magnetic coupling due to the multiple metal layers and the substrate parasitics.

For the gap segment analysis (Section 6.2.1.4), the opposite edges of the rotary

ring are divided into regular segments. The mutual inductance between the two

straight segments constituting the gap is computed using (6.1). The separation s is

the gap in this case.

6.2.3 Experimental Results

The rotary ring is implemented on the 90 nm CMOS IC process with the BSIMv4

transistor model. The perimeter of the rotary ring (3200 µ) is fixed based on the de-

sired oscillation frequency fosc (4.5 GHz). The different segments of the rotary ring

corresponding to Sections 6.2.1.1, 6.2.1.2, and 6.2.1.3 are analyzed and included in

the modified circuit models for rotary ring simulation. The simulation results are pre-

sented in 6.2.3.1. The power analysis on the rotary ring is presented in Section 6.2.4.

Further, the effects of parasitics on the rotary oscillation frequency and the phase

velocity are discussed in Section 6.2.5.
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(a) 2D analysis topology (Spice U-model)

(b) Process based topology (90 nm process)

Figure 6.14: Different types of interconnect modeling topologies.

6.2.3.1 Results for Interconnect Segment Modeling

Based on the interconnect segments, the corresponding parasitics can be extracted

by using the 2D analysis topology used in the previous works (e.g. topology used by

U-model in SPICE) and the multi-layered process based topology (e.g. 90 nm process

topology). The process based topology more accurately models a typical IC and the

environment of operation for the rotary ring. In Fig. 6.14(a), the basic structure
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Table 6.4: Different interconnect segment modeling topologies and analysis methods.

SPICE U-model (2D) PEEC HFSS 3D

2D analysis
topology

Straight X X X
Corner × X X

Crossover × × ×
Process based
topology

Straight × × X
Corner × × X

Crossover × × X

used to compute the parasitics using the 2D analysis topology used by the U-model

in SPICE is illustrated. The para-meters SP, WD, TH, correspond to the separation,

width and thickness of the transmission lines, respectively. HT is the height of the

dielectric. This topology lacks the multi-metal layers which are typically present in

all IC modeling. Also, the 2D analysis topology does not model the lossy substrate

and a high conductivity epitaxial layer present in most semiconductor processes. In

order to model the environment of operation for an electromagnetic analysis, it is

necessary to model the process topology. The electromagnetic analysis are performed

on the 90 nm low power process based topology. HFSS solver is used to perform the

3-D full wave electromagnetic analysis [58]. In Fig. 6.14(b), the basic structure used

to compute the parasitics is illustrated.

In Table. 6.4, the parasitic extraction methods for the straight segment, corner

segment and the crossover segments are tabulated. The straight segments can be ex-

tracted using the 2D analysis topology [based on Fig. 6.14(a)], with a 2D solver (using

U-model in SPICE), PEEC and HFSS 3D (3D FEM based full wave electromagnetic

analysis tool). However, the corner segments can be extracted either using PEEC

modeling or using HFSS 3D modeling. SPICE U-model does not account for the cor-

ner parasitics. Also, the crossover segments cannot be characterized in the 2D anal-
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Figure 6.15: Mutual inductance for varying “gap”. 1unit=1µm.

ysis topology as the different metal layers and the substrate effects are absent in this

topology.

SPICE circuit for the rotary ring is constructed with the parasitics extracted using

the straight segments without incorporating the corner effects. The clock waveforms

obtained are shown in Fig. 6.16(a). The oscillation frequency is 4.35 GHz. Next, the

corner parasitics are incorporated with the straight segment parasitics for the rotary

ring circuit in SPICE. The clock waveforms obtained are shown in Fig. 6.16(b). The

oscillation frequency in this case is 4.33 GHz. Note that, there is a slight decrease in

the frequency when the additional corner parasitics are included in simulation. For a

ring with increased corners [36], the oscillation frequency further reduces due to the

added parasitics of the corner segments.

Next, the process based topology is used to characterize the parasitics for different

rotary segments. The HFSS 3D full wave electromagnetic analysis is used to model

the straight, corner, crossover, and the segments. Note that, for the “gap” segment

analysis in Section 6.2.1.4, the opposite edges of the rotary ring are divided into

regular segments. In Fig. 6.15, the plot shows the decrease in mutual inductance with
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increase in gap for the rotary ring methodology. With a segment size of 1000µm, if

the minimum gap is approximately 70% of the segment size, the mutual inductance

becomes negligible. For the custom ring implementations in [36], the gap has to be

fixed as greater than 70% of the minimum length of the ring edge to eliminate the

“gap” effect. In a regular ring of the conventional ROA, the gap is Pr

4
long. This

gap is long enough so that the mutual inductance contributed by the gap can be

safely neglected, which has been the norm. The rotary circuit is rebuilt in SPICE

with the parasitic analysis using HFSS. The clock waveforms obtained are shown

in Fig. 6.16(c). The observed oscillation frequency is 3.32 GHz.

6.2.4 Power Analysis

The power dissipated on the rotary rings is analyzed based on the formulation

in Section 6.1.4. The power dissipated is measured using SPICE simulations. Rotary

ring is simulated in SPICE using the U-models incorporating the parasitics of the

segments characterized in Section 6.2.1. The power dissipation is tabulated in Ta-

ble 6.5.

First the SPICE circuit for rotary ring is constructed with the parasitics extracted

using the straight segments without incorporating the corner effects. This is the

current state of research in [18, 19]. The power dissipation is 0.248 w.

Next, the corner parasitics are incorporated with the straight segment parasitics

for the rotary ring circuit in SPICE. The power dissipation is 0.251 w. Note that, the

additional 0.003 w power dissipation in this case is due to the additional parasitics of

the corner segments.

Finally, the rotary ring is simulated using the straight (Section 6.2.1.1), cor-

ner (Section 6.2.1.2) and the crossover segments (Section 6.2.1.3) characterized using

the process based topology (90 nm process). This is the most accurate characteriza-
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(a) Clock signal simulated for a rotary ring with no corner parasitics.

(b) Clock signal simulated for a rotary ring with additional corner parasitics.

(c) Clock signal simulated for a rotary ring with additional corner parasitics and the
cross over parasitics.

Figure 6.16: Simulated clock waveforms.



151

Table 6.5: Power dissipation on the ring with different segments used for simulation.

Type of segments in the ring Power

Only straight 0.248 w
Straight and Corner (4) 0.251 w

Straight, Corner (4) and Cross-Over (1) 0.260 w

tion of the rotary ring, because, it includes the regular segments, corner segments (4

in the ring) and the crossover segment. The power dissipation observed is 0.260 w.

Note that, the additional 0.012 w in this case compared to the case with straight

segment and corner segments is due to the additional parasitics of the crossover seg-

ments. Thus, the proposed model with the increased accuracy—obtained through the

proposed scalable application of 3D full wave electromagnetic simulations—leads to a

4.84% increase in the power dissipation projected for a 3200 µm rotary ring operating

at 3.32 GHz in a 90 nm technology.

6.2.5 Discussion on Oscillation Frequency and Phase Velocity

Let the simulated oscillation frequency using 2D modeling of parasitics and 3D mod-

eling of the parasitics be f2D and f3D, respectively. From the simulation results shown

in Fig. 6.16, for a design frequency of fosc = 4.5 GHz, the resulted frequencies f2D

and f3D are 4.35 GHz and 3.32 GHz, respectively. Note that, with the addition of

corner and crossover parasitics the oscillation frequency is reduced by 23.68%. This

drop in frequency can be attributed to the non-uniform velocity of the traveling wave

due to the corner and crossover segments. The frequency in (2.3) is rewritten as:

fnew = α
vstraight

p

2l
, (6.14)
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where α is the compensation factor due to the corner and crossover parasitics and

vstraight
p is the phase velocity of the wave on a straight transmission line. In general, the

compensation factor α is the slowdown of the propagation velocity due to parasitics

and can be empirically estimated by:

α =
f3D

f2D

. (6.15)

In the simulated rotary ring with 4 corners and a crossover, the compensation factor α

is 0.76.

6.2.6 Summary

In this chapter, different segments constituting the rotary rings are identified.

The different methods used for analyzing parasitics for these interconnect structures

are revisited. A 3D finite element based electromagnetic analysis is adopted for

characterizing the additional parasitics contributed by the corners and crossovers.

The simulations show that the 3D full wave based parasitic analysis results in 23.68%

reduction in the observed oscillation frequency when compared with the parasitics

analyzed using the 2D based methodology. Further, power dissipated in the rotary

ring using the 3D full wave based parasitic modeling results in 4.84% more frequency

compared to the ring using the 2D based methodology. Thus, the proposed 3D based

methodology is critical for timing (due to 23.68% over estimation of frequency in the

2D methodology), however, is not so critical for the power dissipation (within 5% of

the power dissipated in the 2D methodology).
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7. Conclusion and Future Directions

Rotary clocking technology and the mobius standing wave technology provide

attractive alternatives to the conventional clocking schemes with the high-frequency

and low-power operation. However, these technologies lack the design automation

methodologies for integration with the mainstream IC design flow. Towards this

end, various methodologies are proposed in this dissertation which are summarized

in Section 7.1. Future directions are discussed in Section 7.2.

7.1 Conclusion

In this dissertation, topology, timing analysis, optimization, parasitic modeling

and power analysis aspects of rotary clocking technology are evaluated and design

automation algorithms are proposed for easy integration of rotary clocking with the

mainstream IC design flow. The work related to topology, timing analysis and op-

timization, parasitic modeling and power analysis are summarized in Sections 7.1.1,

7.1.2, and 7.1.3, respectively.

7.1.1 Topology Related Work

From the topology perspective, two novel methodologies are presented for rotary

clocking in Chapter 3. First, a novel methodology called custom rotary oscillatory ar-

ray (CROA) is proposed for the design and distribution of rotary clocking. In CROA,

a physical design flow for connecting non-zero skew registers on to the custom rings

so as to satisfy the register skew requirements is described. With the CROA topology

a 39% tapping wirelength savings are demonstrated leading to reduced wire con-

gestion and reduced power dissipation. Second, an algorithm called zero clock skew
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synchronization (ZCS) is developed for the synchronization of “zero clock skew” com-

ponents with rotary clocking technology. The myth of rotary clocking as only a non-

zero skew clocking technology is disproved by the proposed ZCS methodology, which

demonstrates minimal degradation in tapping wirelength and oscillation characteris-

tics compared to the non-zero skew implementation. These results are encouraging in

proving the feasibility of using industrial tool flows (placement and routing) targeting

zero clock skew implementations in rotary-clock-synchronized-circuits.

7.1.2 Timing Analysis and Optimization Related Work

From the timing and optimization perspective, the challenges are in addressing

the requirements of the non-zero skew synchronization due to the traveling wave

operation and in maintaining the balanced capacitive load on the rings in order to

achieve a stable resonant operation. To this end, in Chapter 4, first, a bounded skew

constraint methodology is presented for rotary clocking to limit the skew mismatch.

Next, two novel capacitive balancing methodologies (OCLB and SOCLB) are proposed

for the stable frequency and operation of rotary clock signals. SPICE simulations

verify the robust oscillation characteristics of the capacitance balanced rings of the

ROA in limiting the frequency variation to 0.30% (when compared to 30.31% in the

unbalanced case). Finally, the bounded skew constraint and capacitive load balancing

techniques are integrated towards a robust operation of low-power zero skew rotary

oscillatory array. Two (2) techniques for simultaneous skew-control and capacitive-

balancing (SkCLB and ZCSCLB) are proposed demonstrating a 5.62X improvement in

capacitive load balance.

Next, the design automation, skew analysis and capacitive balancing methodolo-

gies proposed for rotary clocking are extended to the mobius standing wave oscillators

in Chapter 5. The capacitive load balancing techniques demonstrate an average im-
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provement of 4.66X compared to the unbalanced capacitance loading. The skew

analysis results demonstrate that without capacitance load balancing, the standing

wave provides superior skew properties, however, with capacitance balancing, the

rotary clocking provides superior skew properties.

7.1.3 Parasitic Analysis Related Work

From the parasitic analysis perspective, the challenge is to accurately model the

interconnects for efficient rotary prototyping. In order to verify the rotary operation

with SPICE based simulations, accurate simulation models incorporating the trans-

mission line chracteristics and the crosstalk characteristics need to be developed. To

this end, a PEEC based and a 3-D based modeling techniques are proposed for the

rotary interconnects in Chapter 6. Different segments constituting rotary rings are

identified for parasitic analysis. First, the effects of the parasitics on the oscillation

frequency of the CROA generated square waves are analyzed using PEEC models.

The additional parasitics due to the corner segments of the custom rotary rings are

incorporated in the modified SPICE simulation models for frequency and power anal-

ysis. Next, a 3-D finite element based electromagnetic analysis is adopted for charac-

terizing the additional parasitics contributed by the regular and custom rotary ring

segments. The simulations show that the 3D full wave based parasitic analysis results

in 23.68% reduction in the observed oscillation frequency when compared with the

parasitics analyzed using the 2-D (PEEC) based methodology. Further, a detailed

power analysis for the regular and custom rotary rings is presented using the modi-

fied SPICE simulation models incorporating the additional parasitics extracted using

the 3-D FEM based electromagnetic analysis.
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7.2 Future Directions

As an extension to the completed work on the resonant clocking technologies,

following items are identified.

7.2.1 Synchronization Between the Custom Rings in CROA

The rings in the regular ROA topology are locked in phase by sharing the four-port

junctions on the corners of the grid topology shown in Fig. 2.7, which are magnified

in Fig. 7.1. In Fig. 7.1, a four-port junction between the two standard ring of ROA

topology is shown [17]. In Fig. 7.1(a), the on-time arriving pulse and the delayed

arriving pulse are shown. The on-time arrival pulse drives the three transmission

lines. When the delayed pulse arrives, the pulses combine and branch into output

ports as shown in Fig. 7.1(b). The oscillation signals are locked in phase, and the

jitter effects are implicitly minimized.

The CROA topology (explained in Chapter 3), also has a grid structure, how-

ever, the corners are not enforced to be interconnected. Thus, the synchronization

between the custom rings of the CROA topology requires an additional design ele-

ment. A preliminary study on the synchronization between the custom rings of the

CROA topology is presented here. Consider the CROA topology as shown in Fig. 3.1.

For synchronization purposes, the rings are connected using short transmission lines

as the additional design element, which form the dual-three-port network junctions.

Consider the two custom rings connected together using three-port networks as shown

in Fig. 7.2. In Fig. 7.2(a), the velocity mismatched pulses are shown. The on-time

arriving pulse and the delayed pulse on the first three-port junction are as shown

in Fig. 7.2(a). When the delayed pulse arrives, the delayed pulse combines with the

earlier pulse. This new pulse is locked in phase and travels through the other ports

synchronizing the phase of the two custom rings as shown in Fig. 7.2(b). Through this
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(a) (b)

Figure 7.1: Synchronization of regular rings in ROA using 4 port network.

(a) (b)

Figure 7.2: Synchronization of custom rings in CROA using 3 port network.

mechanism, the oscillating signals of both the rings are locked in phase, regardless

of the direction of the delayed pulse. Note that, the phase delay θ3−port contributed

by the transmission line segment l3−port (as shown in Fig. 7.2) connecting the two

custom rings with perimeter Pr is estimated as:

θ3−port ≈ l3−port

Pr

× 360◦, (7.1)

using the uniform phase velocity (vp) assumption discussed in Section 2.1.3.3. For

instance, a 25µ long transmission line connecting the two custom rotary rings of

perimeter 3200µ delays the clock signal by 25µ
3200µ

×360◦ ≈ 3◦. The tapping point phase
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values θi are redefined to account for the phase delay θ3−port due to the additional

transmission line segment l3−port. For instance in Fig. 7.2, θy = θx + 3◦ for the

presented propagation order and directions. In Fig. 3.1, the three-port networks are

illustrated for a 5-ring CROA topology.

However, this methodology for custom ring synchronization needs to be verified

with the SPICE based simulations and finally with the fabricated test chip.

7.2.2 Optimal Placement and Sizing of the Inverter Pairs

The inverter pairs in the rotary rings are instrumental in achieving adiabaticity

and amplification of the clock signals. The large size of inverters used to replenish the

clock signals in the rotary ring, poses layout related issues in terms of placement and

sizing. Further, the size of the inverters in addition to the ring perimeter can be tuned

to achieve high operating frequency and low power. Hence, this multi-objective prob-

lem of high-frequency low-power with optimal inverter-sizing and optimal inverter-

spacing on the rotary oscillatory rings needs to be investigated.

7.2.3 Fabrication of Rotary Rings

Verification of the frequency and the skew characteristics with the fabricated ro-

tary rings is the most important work that needs to be completed. The impact of

on-chip variations in the context of interconnect and inverter modeling, timing and

power analysis needs to be studied and addressed. The effects of technology scaling

on the operational characteristics of the rotary based designs need to be investigated.
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